Module 13 – Troubleshooting The Operating System
Module overview 
Single Diagram

Diagram 1, Tabular 

Troubleshooting The Operating System
After completing this chapter, students will be able to perform tasks relating to the following:
 - Identifying and Locating Symptoms and Problems
 - LILO boot errors
 - Recognising Common Errors
 - Troubleshooting Network Problems
Module 13.1 – Identifying and Locating Symptoms and Problems  

Section 13.1.1: Hardware Problems
Single Diagram

Diagram 1, ScreenText
Messages Log File
Description – Displays an excerpt from the Messages Log File. 

“

-- Omitted Text --
Aug 5 09:35:38 cisco-flerb smb: smbd startup succeeded

Aug 5 09:35:38 cisco-flerb anacron: anacron startup succeeded

Aug 5 09:35:38 cisco-flerb rc: Startup wine: succeeded

Aug 5 09:35:38 cisco-flerb kernel: Linux agpgart interface v0.99 © Jeff Hartmann

Aug 5 09:35:38 cisco-flerb kernel: agpgart: Maximum main memory to use for agp memory:93M

-- Omitted Text --

“

Section 13.1.2: Kernel Problems
Single Diagram
Diagram 1, List
Issues That Lead To Kernel Errors
Description – Displays a list of the key causes of Kernel errors.
 - Experimental versions are used

 - Individual modifications are made

 - Loadable kernel modules problems

Section 13.1.3: Application Software
Single Diagram
Diagram 1, List
Application Failure

Description – Displays a list of the major causes/issues associated with application failure
 - Failure to execute

 - Program crash
 - Resource exhaustion

 - Program-specific misbehaving

Section 13.1.4: Configuration
Single Diagram

Diagram 1, ScreenText
The fstab File
Description – Displays an example extract of the fstab file
“

#device
          mount point

filesystem
options

dump fsck

LABEL=/

/


ext3

defaults

1
1
LABEL=/boot

boot


ext3

defaults

1
2

none


/dev/pts

devpts

gid=5, mode=620
0 
0

none 


proc/


proc

defaults

0
0

/dev/hda3

swap


swap

defaults

0
0

/dev/cdrom

/mnt/cdrom

iso9660
noauto, owner…
0
0

/dev/cdrom1

/mnt/cdrom1

iso9660
noauto, owner…
0
0


/dev/fd0

/mnt/floppy

auto

noauto, owner…
0
0

“

Section 13.1.5: User Error
Single Diagram
Diagram 1, Screenshot
User Error Message
Description – Displays a single open window titled ‘Sync Problem’. This window displays text that informs the user of an error that has occurred and the steps required to correct.
Section 13.1.6: Using System Utilities and Using System Status Tools

Four Diagrams

Diagram 1, ScreenText

The ‘setserial’ Command

Description – Displays the following screen text
“

Password:

[root@cisco-flerb home]# setserial –a /dev/ttyS0

/dev/ttySO, Line 0, UART: 16550A, Port: 0x03f8, IRQ:4


Baud_base: 115200, close_delay: 50, divisor: 0


Closing_wait: 3000


Flags: spd_normal skip_test

[root@cisco-flerb home]#

“

Diagram 2, ScreenText

The ‘lpq’ Command

Description – Displays the following Screen text
“

[root@cisco-flerb rtalbot]# lpq

Printer: ph2-hp8100-1@cisco-flerb (dest ph2-hp8100-1@print-phoenix2.cisco.com)


Queue: no printable jobs in queue


Status: job ‘cfA959cisco-flerb.cisco.com’ removed at 14:29:38:971

No entries

root@cisco-flerb rtalbot]#

“

Diagram 3, ScreenText

The ‘ifconfig’ Command

Description – Displays the following Screen text
“

[root@cisco-flerb home]# ifconfig

eth0

Link encap:Ethernet
HWaddr
00:10:B5:91:0F:F9



inet addr:64:101:105:102 Bcast: 255.255.255.255 Mask 255.255.255.128



UP BROADCAT NOTRAILERS RUNNING MTU:1500
Metric:1


RX packets:16713 errors:0 dropped:0 overruns:0 frame:0



TX packets:2140 errors:0 dropped:0 overruns:0 carrier:0



collisions:137 txqueuelen:100



RX bytes:2039255 (1.9Mb) TX bytes:1242702 (1.1Mb)



Interrupt:10 Base address:0x9400

lo

Link encap:Local Loopback



inet addr: 127.0.0.1 Mask 255.0.0.0



UP LOOPBACK RUNNING MTU:
16436 Metric:1


  
RX packets:386 errors:0 dropped:0 overruns:0 frame:0



TX packets:386 errors:0 dropped:0 overruns:0 carrier:0



collisions:0 txqueuelen:0



RX bytes:30622 (29.9Kb)
TX bytes:30622 (29.9Kb)

[root@cisco-flerb home]#

“

Diagram 4, ScreenText

The ‘route’ Command

Description – Displays the following screen text
“

[root@cisco-flerb home]# route

Kernel IP routing table

Destination
Gateway

Genmask

Flags
Metric
Ref
Use
Iface

64.101.115.0
      *


255.255.255.128
U
0
0
0
eth0

127.0.0.1
      *


255.0.0.0

U
0
0
0
lo

Default
hsrp-64-101-115
0.0.0.0

UG
0
0
0
eth0

[root@cisco-flerb home]#

“


Section 13.1.7: Unresponsive programs and Processes
Single Diagram

Diagram 1, List

Unresponsive Programs

Description – Displays a list of the symptoms when a program or process becomes unresponsive
 - The program or process will lock up.

 - The entire system becomes unresponsive

Section 13.1.8: When to Start, Stop, or Restart a Process
Single Diagram
Diagram 1, List

Problems of an unresponsive Process

Description – Displays a list of the common problems when an unresponsive program or process is encountered.
 - Consume all of the systems resources by taking control of CPU time.

 - Cause the entire system to crash

 - Run out of control and is consuming the system disk space, memory, and RAM.

Section 13.1.9: Troubleshooting Persistent Problems
Single Diagram
Diagram 1, List

Fixing Persistent Problems

Description – Displays a list of the common methods of addressing persistent issues.

 - Check with the manufacturer and see if any updates or patches have been released

 - Replace with new software or with a different kind of software that performs the same task.

 - Try using the software in a different way or if there is a particular keystroke or command that causes the program to fail, stop using it. 
Section 13.1.10: Examining Log Files

Diagram 1, ScreenText

Linux Log Files

Description – Displays a sample log file, an excerpt of which is given below.

“

[rtalbot@cisco-flerb rtalbot]$ cd /var/log/

[rtalbot@cisco-flerb log]$ ls –l

total 384

-rw-------
1
root
root
  9476 Aug 6
10:10 boot.log

-rw-------
1
root
root
27832 Aug 6
10:25 cron

-rw-r--r--
1
root
root
  5766 Aug 6
10:09 dmesg

drwxr-xr-x
2
root
root
  4096 Sep 4  2001 fax

-- Omitted Text --

“
Section 13.1.11: The dmesg Command

Single Diagram

Diagram 1, ScreenText

The dmesg Command

Description – Displays the following screen text

“

[rtalbot@cisco-flerb rtalbot]$ dmesg I grep eth0

etho: SMC1211TX EZcard 10/100 (RealTek RTL8139) at 0xc8896400, 00:10:b5:91:0f:f9,

IRQ 10

eth0: Identified 8139 chip type ‘TRL-8139B’

eth0: Setting half-duplex based on auto-negotiated partner ability 0000.

[rtalbot@cisco-flerb rtalbot]$ 

“

Section 13.1.12: Troubleshooting Problems Based on User Feedback

Single Diagram

Diagram 1, ScreenText Duplicate
Refer to Section 13.1.4, Diagram 1.
Module 13.2 – LILO Boot Errors  

Section 13.2.1: Error Codes
Two Diagrams
Diagram 1, Screenshot
The /etc/lilo.conf File

Description – Displays the following screentext
“

LILO.CONF(5)






LILO.CONF(5)

NAME


Lilo.conf – configuration file for lilo

DESCRIPTION


This file, by default /etc/lilo.conf, is read by the boot loader installer lilo (see lilo(8)).


It might look as follows:



boot = /dev/had



delay = 40



compact



vga = normal

root = /dev/hda1

read-only

image = /zImage-2.5.99

label = try

                      image = /tamu/vmlinuz




label = tamu




root = /dev/hdb2




vga = ask



other = /dev/had




label = dos




table = /dev/had

“

Diagram 2, Screenshot

The /etc/lilo.conf File

Description – Displays the following screen text
“

prompt

timeout=50

default=linux

boot=/dev/had

map=/boot/map

install=/boot/boot.b

message=/boot/message

lba32

image=/boot/vmlinuz-2.4.7-10


label=linux


initrd=/boot/initrd-2-4-7-10.img


read-only


root=/dev/hda2

“

Section 13.2.2: Booting a Linux System Without LILO

Single Diagram
Diagram 1, Screenshot
LILO Configuration

Description – Displays a single open window – the “LILO Configuration” screen. This screen allow the user to set the configuration of LILO in a GUI environment.
Section 13.2.3: Emergency Boot System

Single Diagram

Diagram 1, Screenshot

LILO Bootlabel

Description – Displays a single open window – ‘LILO Configuration’ screen for Red Hat Linux. Here the user can set if other operating systems are to be booted, their locations (Partition) and labels.
Section 13.2.4: Using an Emergeny Boot Disk in Linux
Six Diagrams

Diagram 1, Screenshot

The ‘fdisk’ Command

Description – Displays the following screen text
“

Usage: fdisk [-l] [-b SSZ] [-u] device
E.g.:fdisk /dev/hda (for the first IDE disk)

   or:fdisk /dev/sdc (for the third SCSI disk)

   or:fdisk /dev/eda (for the first PS/2 ESDI drive)

   or:fdisk /dev/rd/c0d0

   or:fdisk /dev/ida/c0d0 (for RAID devices)
“

Diagram 2, Screenshot

The ‘fsck’ Command

Description – Displays the following screen text

“

[root@cisco-2ridrzwtw root]# mkfs
Usage: mkfs [-V] [-t fstype] [fs-options] device [size]

[root@cisco-2ridrzwtw root]# mkfs –t

Usage: mkfs.ext2 [-cl-tl-l filename] [-b block-size] [-f fragment-size]

mke2fs 1.23, 15-Aug-2001 for EXT2 FS 0.5b, 95/08/09


[-i bytes-per-inode] [-j] [-J journal-options] [-N number-of-inodes]


[-m reserved-block-percentage] [-o creator-os] [-g blocks-per-group]


[-L volumn-label] [-M last-mounted-directory] [-0 feature[,…]]


[-r fs-revision] [-R raid_opts] [-qvSV] device [blocks-count]

[root@cisco-2ridrzwtw root]#
“

Diagram 3, Screenshot

The ‘fsck’ Man Page

Description – Displays the manual page for the ‘fsck’ command. This displays the Name, Synopsis and Description. (including switches and usage)
Diagram 4, Screenshot

The ‘cpio’ Man Page

Description - Displays the manual page for the ‘cpio’ command. This displays the Name, and Synopsis. (including switches and usage)

Diagram 5, Screenshot

The ‘restore’ Man Page

Description – Displays the manual page for the ‘restore’ command. This displays the Name, Synopsis and Description. (including switches and usage)
Diagram 6, Screenshot

The ‘tar’ Man Page

Description - Displays the manual page for the ‘tar’ command. This displays the Name, and Synopsis. (including switches and usage)
Module 13.3 – Recognising Common Errors  

Section 13.3.1: Various Reasons For Package Dependency Problems

Single Diagram

Diagram 1, Screenshot

Package Dependency Error

Description – Displays a single open window – ‘Unresolved Dependencies’. The screen lists the packages that have an unresolved dependencies and the specific requirement that is not being met.
Section 13.3.2: Solutions to Package Dependency Problems
Two Diagrams

Diagram 1, Syntax List
The Syntax for –nodepes and –force
Description – 

 - #rpm –i xxxxxxxx.rpm –nodeps

 - #rpm –i xxxxxxxx.rpm -force 

Diagram 2, Syntax List

Forcing the Installation of Debian Packages

Description – 

 - ignore-depend=package
 --force-depends

 --force-confcs
Section 13.3.3: Backup and Restore Errors

Single Diagram
Diagram 1, List

Common Backup Errors

Description – Displays a list of the common backup errors

 - Driver Problems

 - Tape Drive Access Errors

 - File Access Errors

 - Media Errors

 - Files Not Found Errors

Section 13.3.4: Application Failure on Linux Servers

Single Diagram

Diagram 1, List

Common Application Failure Errors

Description – Displays a list of the common application failure errors

 - Failure to start

 - Failure to respond

 - Slow Responses

 - Unexpected responses

 - Crashing Application or Server

Module 13.4 – Troubleshooting Network Problems  

Section 13.4.1: Loss Of Connectivity

Single Diagram

Diagram 1, Relational

Loss of Connectivity Between Networks

Description – Displays three routers in a mesh configuration (All have a single connection to each of the others). Router C connects to LAN C, Router A connects to LAN A and to the internet. The static default route for LAN C is shown as passing from LAN C to Router C to Router A to the internet. The connection between Router C and A is indicated to have failed causing a loss of connectivity.
Section 13.4.2: Operator Error

Single Diagram
Diagram 2, List

Issues Related to Operator Error

Description – Displays a list of the issues associated with Operator errors

 - User accounts are restricted in a way that prevents them from being able to connect to the network

 - Hardware Problems

 - Software Problems

 - Software Misconfigurations

 - Missing or Corrupt Files

 - Viruses

Section 13.4.3: Using TCP/IP Utilities

Five Diagrams

Diagram 1, ScreenText

Ping Request and Response

Description – Displays thew following screen text
“

[rtalbot@cisco-test1 rtalbot]$ ping localhost –c 5

PING localhost.localdomain (127.0.0.1) from 127.0.0.1:

56 (84) bytes of data.

64 bytes from localhost.localdomain (127.0.0.1);

icmp_seq=1
ttl=225 time=0.029 ms
 

64 bytes from localhost.localdomain (127.0.0.1);

icmp_seq=2
ttl=225 time=0.027 ms

64 bytes from localhost.localdomain (127.0.0.1);

icmp_seq=3
ttl=225 time=0.031 ms

64 bytes from localhost.localdomain (127.0.0.1);

icmp_seq=4
ttl=225 time=0.028 ms

64 bytes from localhost.localdomain (127.0.0.1);

icmp_seq=5
ttl=225 time=0.031 ms

--- localhost.localdomain ping statistics ---

5 packets transmitted, 5 received, 0% loss, time 3998ms

rtt min/avg/max/mdev = 0.027/0.029/0.031/0.003 ms

[rtalbot@cisco-test1 rtalbot]$

“ 

Diagram 2, ScreenText

Using TCP/IP Utilities

Description – Displays the following screen text
“

[rtalbot@cisco-test1 rtalbot]$ traceroute 168.2.221.165

traceroute to 168.2.221.165 (168.2.221.165), 30 hops max, 38 bytes packets

1
phx2-00gw1 (64.101.115.2)

0.509 mx

0.494mx
0.470 ms

2
phx2-wan-gw1-fe-0-0 (10.95.9.148) 
1.046 mx 

1.153 mx
1.318 ms
3
rwcidc-wan-gw1-m5 (10.95.254.57) 
34.755 ms

24.831 ms
25.669 ms

4
rwcidc-rbb-gw2-fa-3-1 (10.92.253.22) 
24.661ms

22.265ms
25.894ms

5
sjck-rbb-gw2 (171.69.7.221)

27.324ms

27.659ms
29.234ms

6
js-wall-2 (171.69.7.174)


25.096ms

26.343ms
26.182ms

7
sjck-dirty-gw1 (128.107.240.193)

26.326ms

24.868ms
27.253ms

8
*
*
*

9
*
*
*


10
*
*
*


11
*
*
*


12
*
*
*


13
*
*
*


14
*
*
*


15
*
*
*


16
*
*
*


17
*
*
*


“

Diagram 3, Screenshot

ipconfig Utility

Description – Displays a single open window (C:\WINNT\system32\cmd.exe). This screen displays detailed informational text regarding the Windows 2000 IP configuration (hosts/adapters/and the various addresses).
Diagram 4, Screenshot

The ‘netstat’ Utility

Description – Displays a single open window – titled ‘gnetstat’. This screen displays specific information regarding the states and activity of network connections.  
Diagram 5, Tabular

TCP/IP Utilities

Description – Displays a table matching Utilities and Descriptions

Utility: netstat
Description: This informative utility prints information about net connections, routing tables, interfaces, and other useful data.

Utility: a

Description: This is used to display and manipulate the Address Resolution Protocol (ARP) cache, which maps IP addresses of devices the system has communicated with recently to their ethernet net hardware addresses.
Utility: route
Description: This is used to view and change routing table entries  

Utility: dig
Description:  Like nslookup, dig queries name servers to obtain IP address resolutions based on domain names. The output of dig is somewhat verbose and maybe hard to understand to those unfamiliar with it.
Utility: host
Description: Like dig and nslookup, host returns IP addresses for domain names. Unlike its predecessors its default is simply to supply just the answer that is most likely being searched for. However, with options it can be just as verbosely detailed as dig.  

Section 13.4.4: Problem-Solving Guidelines 
Single Diagram

Diagram 1, List

Steps and Guidelines to Follow

Description – Displays an ordered procedure list for problem solving.

1) Gather Information

2) Analyse the Information

3) Formulate and Implement a “Treatment” Plan

4) Test to Verify the Results of the Treatment

5) Document Everything

Section 13.4.5: Windows 2000 Diagnostic Tools

Two Diagrams

Diagram 1, Tabular

Windows 2000 Server ‘netdiag’ Commands

Description – Displays a table matching ‘netdiag’ Command Flags with their Meanings

Command Flag: /q
Meaning: Quiet Output (errors only)
Command Flag: /v
Meaning: Provides verbose output. More detailed information is provided
Command Flag: /l
Meaning: Logs output to Netdiag.log
Command Flag: /debug
Meaning: Provides even more verbose output
Command Flag: /d:DomainName
Meaning: Finds a DC in the specified domain
Command Flag: /fix
Meaning: Fixes trivial problems
Command Flag: /DcAccountEnum
Meaning: Enumerates DC machine accounts.
Command Flag: /test:test name
Meaning: Tests only this test. Non-skippable tests will still be run
Diagram 2, Tabular
Windows 2000 Server ‘pathping’ Commands

Description – Displays a table matching ‘pathping’ Command Flags with their Meanings

Command Flag: -n
Meaning: Specifies to not resolve addresses to host names

Command Flag: -h maximum hops
Meaning: Specifies the Maximum number of hops to search  for target

Command Flag: -g host-list
Meaning: Specifies the loose source route along host-list

Command Flag: -p period
Meaning: Specifies the wait period in milliseconds between pings

Command Flag: -q num-queries
Meaning: Specifies the number of queries per hop
Command Flag: -w timeout
Meaning: Specifies the wait timeout milliseconds for each reply
Command Flag: -T
Meaning: Tests connectivity to each hop with layer 2 priority flags
Command Flag: -R
Meaning: Tests whether each hop is RSVP aware.
Summary
Single Diagram
Cisco Logo
No Relevant Information

