CCNA 4 WAN Technologies

MODULE 2 – WAN Technologies

MODULE OVERVIEW

Diagram 1. Table 

Module 2: WAN Technologies

Upon completion of this module, the student will be able to perform tasks related to the following:

2.1 WAN Technologies Overview

2.2 WAN Technologies

2.3 WAN Design

2.1 WAN Technologies Overview

2.1.1 WAN Technology

Diagram 1 Image

WAN Technology

Graphic of a residence (customer premises equipment) connected via local loops to central offices in an internet cloud which are then further connected via local loops to the head quarters.

Diagram 2 Image

WAN Service Providers

Graphic depicts a point to point circuit switch connection network where a WAN service provider toll network in an internet cloud depicting trunks and switches is connected to a central office (CO) switch. This then connects to demarcation equipment via local loop. This demarcation equipment is then connected to customer premises equipment (CPE) which is then connected to routers on the private network.

Diagram 3 Image

DCE and DTE

Graphic depicts a premises with data terminal equipment (DTE) which is connected to data communications equipment (DCE) that is then further connected to a central office switch in the internet cloud.

Diagram 4 Image

Physical Layer WANs

A router which is the DTE connection is connected to a modem labeled CSU/DSU which is the DCE connection. A label above the connection lists the following connection types EIA/TIA-232, V.35, X.21, HSSI and others. 

Data Terminal Equipment is a user device with interface connection to the WAN link.

Data Circuit-terminating equipment is the end of the communication facility on the side of the WAN provider.

Diagram 5 Table

WAN Line Types and Bandwidth

Line Type: 56

Signal Standard: DS0

Bit Rate Capacity: 56Kbps

Line Type: 64

Signal Standard: DS0 

Bit Rate Capacity: 64Kbps

Line Type: T1

Signal Standard: DS1 

Bit Rate Capacity: 1.544Mbps

Line Type: E1

Signal Standard: ZM

Bit Rate Capacity: 2.048Mbps

Line Type: E3

Signal Standard: M3

Bit Rate Capacity: 34.064Mbps

Line Type: J1

Signal Standard: Y1

Bit Rate Capacity: 2.048Mbps

Line Type: T3

Signal Standard: DS3

Bit Rate Capacity: 44.736Mbps

Line Type: OC-1

Signal Standard: SONET 

Bit Rate Capacity: 51.84Mbps

Line Type: OC-3

Signal Standard: SONET 

Bit Rate Capacity: 155.54Mbps

Line Type: OC-9

Signal Standard: SONET 

Bit Rate Capacity: 466.56Mbps

Line Type: OC-12

Signal Standard: SONET 

Bit Rate Capacity: 622.08Mbps

Line Type: OC-18

Signal Standard: SONET 

Bit Rate Capacity: 933.12Mbps

Line Type: OC-24

Signal Standard: SONET 

Bit Rate Capacity: 1244.16Mbps

Line Type: OC-36

Signal Standard: SONET 

Bit Rate Capacity: 1866.24Mbps

Line Type: OC-48

Signal Standard: SONET 

Bit Rate Capacity: 2488.32Mbps

2.1.2 WAN Devices 

Diagram 1 Image 

Wide Area Networks and Devices

The image depicts a router, a switch, a modem (CSU/DSU) and a communication server. 

WANs are designed to accomplish the following:

Operate over large geographical area

Allow access over serial interfaced operating at lower speeds

Provide full-time and part-time connectivity

Diagram 2 Image 

WAN- Multiple LANs

Image depict four routers connected via serial link each of the routers has a LAN connected to it.

Multiple LANs connected to form a WAN. Routers are the connection point, with interfaces to both the LANs and WAN. 

Diagram 3 Image 

CSU/DSU

Image depicts a router and CSU/DSU connected with a serial cable. The CSU/DSU is connected to the wider internet. 

A digital local loop terminates at a CSU/DSU.

Diagram 4 Image 

Modem Transmission

Image depicts a computer connected to a modem; the connection is labeled “the computer delivers digital signals to the modem using a serial cable.” The signal type is EIA/TIA-232. 

The modem is connected to a communication server on the edges of a Telco cloud. The connection is labeled “the modem delivers analog voice signals to the telephone system.”

At the other side of the Telco cloud a similar chain of connections exists.

2.1.3 WAN Standards 

Diagram 1 Table  

WAN Standards

Acronym: ITU-T (was CCITT)

Organization: International Telecommunication Union Telecommunication Standardisation Sector, formerly the Consultative Committee for International Telegraph and Telephone.

Acronym: ISO

Organization: International Organization for Standardization 

Acronym: IETF

Organization: Internet Engineering Task Force

Acronym: EIA

Organization: Electronic Industries Association

Acronym: TIA

Organization: Telecommunications Industries Association

Diagram 2 Table  

WAN Physical Layer Standards

Standard: EIA/TIA-232

Description: allows signal speeds of up to 65Kpbs on a 25 pin D connector over short distances. It was formerly known as RS-232. The ITU-T V.24 specification is effectively the same.

Standard: EIA/TIA-449/530

Description: A faster (up to 2Mbps) version of EIA/TIA-232. It uses a 36 pin D connector and is capable of longer cable runs. There are several versions. Also known as RS-422 and RS-423.

Standard: EIA/TIA-612/613

Description: The High Speed Serial Interface (HSSI), which provides access to services at up to 52Mbps on a 60 pi D connector.

Standard: V.35

Description: An ITU-T standard for synchronous communications between a networks access device and a packet network of speeds up to 48Kbps. It uses a 34 pin rectangular connector. 

Standard: X21

Description: an ITU-T standard for synchronous digital communications. It uses a 15 pin D connector.

Diagram 3 Image  

Physical Layer Connectors

This image shows the connector for:

EIA/TIA-232 Male

EIA/TIA-232 Female

X.21 Male

X.21 Female

EIA/TIA-530 Male

V.35 Male

V.35 Female

EIA/TIA-449 Male

EIA/TIA-449 Female

EIA-613 HSSI Male

Diagram 4 Image  

The WAN Data Link Layer

This image depicts a series of three individual networks. 

Dedicated point to point: a router connected via serial connection to another router. The connection is label Cisco HDCL, PPP, LAPB.

Packet Switched: a router connected with a serial connection to a second router via a X.25 Frame Relay cloud.

Circuit Switched: a router connected with a serial connection to a second router via an ISDN cloud.

2.1.4 WAN Encapsulation 

Diagram 1 Image  

WAN Encapsulation

Image depicts a graphical representation of the Network Layer (3) with an IP Packet (for example web request). Underneath this is a graphical representation of the data link layer (2) showing the encapsulation: flag, address, control, data, FCS and flag. 

Network data is encapsulated in a HDLC frame.

Diagram 2 Table  

WAN Data-Link Protocols

Protocol: Link Access Procedure Balanced (LAPB) 

Usage: X.25

Protocol: Link Access Procedure D Channel (LAPD)

Usage: ISDN D Channel

Protocol: Link Access Procedure Frame (LAPF)

Usage: Frame Relay

Protocol: High-Level Data Link Control (HDLC)

Usage: Cisco default

Protocol: Point-to-Point Protocol (PPP)

Usage: Serial WAN switched connection

Diagram 3 Image  

WAN Frame Encapsulation Formats

Image depicts a WAN frame which is broken into sections labeled: flag, header, data, FCS and flag. A detail of the header section is further broken into the sections: address, control and protocol.

2.1.5 Packet and Circuit Switching 

Diagram 1 Image  

Circuit Switching

Image depicts a telephone making a connection through a circuit switched connection cloud to another phone at the other side.

Dialing sets up a physical circuit through the system.

Diagram 2 Image  

Packet Switching

Image depicts a server sending packets through a packet switched network cloud to a server connected at the other side of the cloud.

Labeled data is passed from switch to switch. It may have to wait its turn on a link.

2.1.6 WAN Link Options 

Diagram 1 Image  

WAN Link Options

Image depicts a tree diagram. Starting at the root which is labeled WAN, the first two branches are labeled Dedicated and Switched. On the dedicated branch there is a leaf labeled Leased Lines: Fractional T1/E1, T1/E1, T3/E3 and DSL. On the switched branch there are three sub-branches labeled circuit switched, packet switched and cell switched. Circuit switch branch has a leaf labeled basic telephone service ISDN switched 56. Packet Switched branch has a leaf labeled X.25 Frame Relay. The cell switched branch has a leaf label ATM SMDS.

Diagram 2 Image  

WAN Link Options

The image depicts two routers connected in two different ways. Firstly via direct serial link and secondly via serial connection though a packet switched Ethernet cloud. 

LANs can be connected with a long leased line or with shorter leased lines to a packet switched network. The packet network does the long haul.

2.2 WAN Technologies

2.2.1 Analogue Dialup 

Diagram 1 Image  

Analogue Dialup

Image depicts two discrete networks connecting via modem using the telephone network. 

WAN built within intermittent connections using a modem and the voice telephone network. 

2.2.2 ISDN 

Diagram 1 Image  

ISDN

The image shows two ISDN caballing types BRI and PRI. BRI has two 64kbps B channel links and one 16kbps B channel link whilst PRI can have 23 B channel (T1) or 30 B channel (E1) links. Each of these links are all 64kbps. The PRI also has one 64kbps D channel.

Diagram 2 Image  

WAN with ISDN

This image depicts to LANs connected with ISDN through the internet cloud. One is connected directly via a router and the other is connected via terminal adapter.

2.2.3 Leased Line

Diagram 1 Table  

WAN Line Types and Bandwidth

Line Type: 56

Signal Standard: DS0

Bit Rate Capacity: 56Kbps

Line Type: 64

Signal Standard: DS0 

Bit Rate Capacity: 64Kbps

Line Type: T1

Signal Standard: DS1 

Bit Rate Capacity: 1.544Mbps

Line Type: E1

Signal Standard: ZM

Bit Rate Capacity: 2.048Mbps

Line Type: E3

Signal Standard: M3

Bit Rate Capacity: 34.064Mbps

Line Type: J1

Signal Standard: Y1

Bit Rate Capacity: 2.048Mbps

Line Type: T3

Signal Standard: DS3

Bit Rate Capacity: 44.736Mbps

Line Type: OC-1

Signal Standard: SONET 

Bit Rate Capacity: 51.84Mbps

Line Type: OC-3

Signal Standard: SONET 

Bit Rate Capacity: 155.54Mbps

Line Type: OC-9

Signal Standard: SONET 

Bit Rate Capacity: 466.56Mbps

Line Type: OC-12

Signal Standard: SONET 

Bit Rate Capacity: 622.08Mbps

Line Type: OC-18

Signal Standard: SONET 

Bit Rate Capacity: 933.12Mbps

Line Type: OC-24

Signal Standard: SONET 

Bit Rate Capacity: 1244.16Mbps

Line Type: OC-36

Signal Standard: SONET 

Bit Rate Capacity: 1866.24Mbps

Line Type: OC-48

Signal Standard: SONET 

Bit Rate Capacity: 2488.32Mbps

Diagram 2 Image 

WAN with a Leased Line

This image depicts two LAN’s connected to each other via CSU/DSU equipment directly to each other through the internet cloud.

2.2.4 X.25

Diagram 1 Image 

WAN with X.25

The image depicts three LANs connected via serial links to the internet cloud using CSU/DSU equipment. Inside the internet cloud these LANs are linked together using SVC and PVC connections.

2.2.5 Frame Relay

Diagram 1 Image 

Frame Relay

The image depicts two LANs connected to the internet cloud via serial links using CSU/DSU equipment. Inside the cloud the two LANs are connected by a PVC connection. 

2.2.6 ATM

Diagram 1 Image 

ATM

The image depicts two LANs connected to the internet cloud via serial links using CSU/DSU equipment. Inside the cloud the two LANs are connected by a PVC connection. The LANs are sharing different types of data including video. 

2.2.7 DSL

Diagram 1 Table

DSL

Service: ADSL

Download: 64kbps – 8.192Mbps

Upload: 16kbps – 640kbps

Service: SDSL

Download: 1.544Mbps – 2.048Mbps

Upload: 1.544Mbps – 2.048Mbps

Service: HDSL

Download: 1.544Mbps – 2.048Mbps

Upload: 1.544Mbps – 2.048Mbps

Service: IDSL

Download: 144kbps

Upload: 144kbps

Service: CDSL

Download: 1Mbps

Upload: 16kbps – 160kbps

Diagram 2 Image

DSL Technology

Image depicts a household where the PC and telephone are connected to a splitter which is connected via serial link to the DSLAM in the internet cloud. The DSLAM is connected via an ATM connection to the ISP.

2.2.8 Cable Modem

Diagram 1 Image

Cable Modem

The image depicts a headend satellite uplink which connects downstream residencies via a mix fiber node and coaxial cable with the use on inline devices such as pads, amplifiers, splitters and taps.

Diagram 2 Image

Cable Modem One-to-Two Splitter

The image depicts a cable modem splitter where one signal is routed to the set top box for video while the other is sent to the computer for data. This is done by means of modulation and demodulation.

Diagram 3 Image

CMTS Use 

Image shows subscribers sharing the cable which is both transmitting data upstream via the cable modem termination system onto the world wide web and the internet whilst data is coming down stream via the cable modem termination system into the headend transmitter. The headend transmitter is also receiving video, audio and local programs and then transmitting this data onto the cable. 

Diagram 4 Image

Cable Data Network Architecture 

The image depicts how subscribers are connected via cable modem to the LHE (local head End). The local head end controls upstream and downstream data. It sends data to the HFC interface which links to the internet and also acts as a modulator and scrambler for received data on both channels from other sources such as RHE (regional head end). 

Diagram 5 Image

Cable Data Network Architecture 

The image depicts a mesh type topology where switches and routers move data between Control plane servers (NTP, DNS, SNMP, console) and Application servers (news, chat, SMTP, POP3, HS, Proxy, Cache, and content replication) to dial up modem (residential narrow band) and private line (business broadband) customers. 

2.3 WAN Desing

2.3.1 WAN Communication

Diagram 1 Image

WAN Communication 

The picture shows five mainframe computers linked via serial connection over a WAN.

Diagram 2 Image

Modern WAN

The picture shows a WAN containing discrete LANs containing user stations, servers and routers  

Diagram 3 Image

WAN OSI Layers

The picture show two CSU/DSUs connected together to form a WAN. 

WAN technologies operate the lower three levels of the OSI model.

2.3.2 STEPS IN WAN DESIGN

DIAGRAM 1 Table

Comparing WAN traffic Types

Traffic: Voice

Latency: Low

Jitter: Low

Bandwidth Medium:

Traffic: Transaction data (for example, SNA)

Latency: Medium

Jitter: Medium

Bandwidth:Medium

Traffic: Messaging (email)

Latency: High 

Jitter: High

Bandwidth: High

Traffic: File transfer

Latency: High

Jitter: High

Bandwidth High:

Traffic: Batch data

Latency: High

Jitter: High

Bandwidth High:

Traffic: Network management

Latency: High

Jitter: High

Bandwidth: Low

Traffic: Videoconferencing

Latency: Low

Jitter: Low

Bandwidth: High

Diagram 2 Table

Traffic Characteristics

· Connectivity and volume flow

· Client/server data

· Connection or datagram orientation

· Legacy tolerance, including length and variability

· Network availability tolerance

· Error rate tolerance

· Priority

· Protocol type

· Average packet lengh

Diagram 3 Image

Steps in WAN Design

The picture show a flw chart. From the top down:Locate LANs, Analyze Traffic, Plan Topology, Plan Bandwidth,Choose Technology and Cost and Evaluate. All of these steps must be reviewed and iterated.

2.3.4Three-Layer Design Model

Diagram 1 Table 

Advantages of the Hierarchical Approach

Scaleability:

Networks that follow the hierarchical model can grow much larger without sacrificing control or manageability because functionality is localized and potential problems can be recognized more easily. An example of a very large scale hierarchical network design is the public switched telephone network.

Ease of implementation:

A hierarchal design assigns clear functionality to each layer, thereby making network implementation easier. 

Ease of troubleshooting:

Because the functions of the individual layers are well defined, the isolation of problems in the network is less complicated. Temporarily segmenting the network to reduce the scope of a problem is also easier. 

Predictability:

The behavior of a network using functional layers is fairly predicable. Which makes capacity planning for growth considerably easier. This design approach facilitates modeling of network performance of analytical purposes.

Protocol support:

The mixing of current and future applications and protocols is much easier on networks that follow hierarchical design because the underlying infrastructure is already logically organized. 

Manageability:

All the benefits listed here contribute to greater manageability of the network.

Diagram 2 Image

Linking the Area

The picture shows eight routers connected via serial link in a star topology. 

LANs in an area are connected in a star.

Diagram3 Image

Distribution Link to Region

The picture shows eight routers connected via serial link in a star topology. One of the links is labeled “Distribution Link”. The others are labeled “Access Link”.

Diagram 4  Image

The Region

The picture show four area star topologies connected to one central router.

Diagram 5 Image

Regions Linked to the Backbone

 The picture show four area star topologies connected to one central router. This router is then connected to the backbones routers.

2.3.5 Other-Layered Design Models

Diagram 1 Image

Internet for WAN Connectivity

This picture shows a core layer of routers connected with Tq connections . Each of the core routers services a distributed layer connected with 100Mps ISDN BRI links.  One site labeled A is connected directly on the distributed layer. A third layer called access layer is connected via Frame Relay links to remote sites Y and Z.

Diagram 2 Image

One Layer Hierarchy

This picture shows a core WAN which has a low traffic load which connects to a number of sites which are heavy traffic areas. Each site is a separate broadcast domain. 

2.3.6 Other WAN design Considerations

Diagram 1 Image

Using the Internet as the Enterprise WAN

This picture show routers in Brussels, Rome, Paris, Berlin and Venice all connected via the internet cloud.

Summary

Diagram 1 Table

Module :2 Summary

Summary

· A WAN is a data connection network that operates beyond the geographical scope of a LAN

· WANs use the OSI reference model but, focus mainly on layer 1 and layer 2. WAN standards typically describe both physical layer delivery methods and data link layer requirements, including physical addressing,  flow control and encapsulation.

·  Packet-switched networks were developed to overcome the expense of public circuit-switched networks and to provide a more cost-effective WAN technology. 

· WAN technologies and standards include: ISDN, Frame Relay, ATM, T1, HDLC, PPP, POST, BRI, PRI, X.25 and DSL.

· In designing the WAN it is necessary to know what data traffic must be carried, its origin and its destination, WANs carry a variety of traffic types with varying requirements for bandwidth, latency and jitter.

· Designing a WAN essentially consists of the following:

· Selecting an intersection pattern or layout for the links between the various hosts.

· Selecting the technologies for those links to meet the enterprise requirements at an acceptable cost.

