CCNA 3 Switching Basics And Intermediate Routing

Module 9 Virtual Trunking Protocol

Module Overview
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Module 9: VLAN Trunking Protocol

Upon completion of this module, the student will be able to perform tasks related to the following:


9.1 Trunking


9.2 VTP


9.3 Inter-VLAN Routing Overview
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CCNA 640-801 Exam

This module will cover the following objectives for the CCNA 640-801 exam:

Planning and Designing

Implementation and Operation


Configure a switch with VLANS and inter-switch communication

Troubleshooting

Technology
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ICND 640-811 Exam

This module will cover the following objectives for the ICND 640-801 exam:

Planning and Designing

Implementation and Operation


Configure a switch with VLANS and inter-switch communication

Troubleshooting

Technology

[9.1]    Trunking
[9.1.1]    History of Trunking
Diagram 1, Image

Trunk Link

Central Office with Trunk Link to Access Multiplexer

Access Multiplexer has 5 phones connected
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Creating Trunks by using Frequency Division Multiplexing

The telephone industry used multiplexers to carry multiple voice signals on a single trunk between COs

Two Street CO’s (Broadway Street CO, George Street CO)

George Street CO is connected to Broadway Street CO via Shared Trunk

Both CO’s have a MUX, which is connected to a Multilayer Switch
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VLANs

Two Switches (Switch1, Switch2)

Switch1 is connected to Switch2 via Backbone Link

Switch1 has 3 VLANS (VLAN1 1 PC, VLAN2 1 PC, VLAN3 2 PC’s)

Switch2 has 3 VLANS (VLAN1 1 PC, VLAN2 2 PC’s, VLAN3 1 PC)

[9.1.2]    Trunking Concepts

Diagram 1, Image

VLANs

Two Switches (Sa, Sb)

Sa is connected to Sb via 2 Links (1 Each VLAN)

Sa has 2 VLANs (VLAN1, VLAN2)

Sb has 2 VLANs (VLAN1, VLAN2)

Diagram 2, Image

Trunking

Two Switches (Sa, Sb)

Sa is connected to Sb via  Trunk Link (VLAN1 and VLAN2 share Link)

Sa has 2 VLANs (VLAN1, VLAN2)

Sb has 2 VLANs (VLAN1, VLAN2)

Diagram 3, Image

Highway Distributor

Three Single Roads connect to a 3 Lane Highway (1 Each Road)

Cars traveling on the Single Roads, share 3 Lane highway

[9.1.3]    Trunking Operation

Diagram 1, Image

Frame Filtering

Switches share address table

Similar to scheme used by routers

A filtering table is developed for each switch. Switches share addresses table information. Table entries are compared with the frames. Switches then take appropriate action.

Two Switches (Switch1, Switch2)

Switch1 and Switch2 are connected via Backbone Link

Switch1 has 3 PC’s

Switch2 has 3 PC’s

Address - …47d2

VLAN – 1

Address - …0405

VLAN – 1

Address - …0602

VLAN – 2

Address - …8181

VLAN – 2

Address – ...7717

VLAN – 3

Address - ..1280

VLAN – 3
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Frame Tagging

Two Switches (Switch1, Switch2)

Switch1 has 3 VLANS (VLAN1 1 PC, VLAN2 1 PC, VLAN3 2 PC’s)

Switch2 has 3 VLANS (VLAN1 1 PC, VLAN2 2 PC’s, VLAN3 1 PC)
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Inter-Switch Link Protocol

Four Switches (Switch1, W, Y, Z)

Switch1 is connected to W via Trunk Link

Switch1 is connected to Z via Trunk Link

W is connected to Y to via Trunk Link

Y receives Frame on Port A

Y Attaches ISL tag and sends across trunk Link to Z

Z removes ISL tag and sends frame out port C

[9.1.4]    VLANs and Trunking
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VLANs and Trunking

Trunking provides effective communication between switches in a network.

Four Switches (Switch1, Switch2, Switch3, Switch4)

Switch1 and Switch 4 have 3 VLANS (VLAN1, VLAN2, VLAN3)

Switch1 is connected to Switch2 via 3 Links (1 Each VLAN)

Switch2 is connected to Switch3 via Trunk Link

Switch3 is connected to Switch4 via 3 Links (1 Each VLAN)
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Frame Tagging and Encapsulation Methods

Identification Method – 802.1Q

Encapsulation – No

Tagging (insertion into frame) – Yes

Media – Ethernet

Identification Method – ISL

Encapsulation – Yes

Tagging (insertion into frame) – No

Media – Ethernet

Identification Method – 802.10

Encapsulation – No

Tagging (insertion into frame) – No

Media – FDDI

Identification Method – LANE

Encapsulation – No

Tagging (insertion into frame) – No

Media – ATM

 [9.1.5]    Trunking Implementation
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Cisco Catalyst 2900XL Series Switch

The following is the result of entering the show interface fast 0/1 switchport command on a Cisco Catalyst 2900XL Series Switch

Router#show interface fast 0/1 switchport

Name: Fa0/1

Switchport: Enabled

Administrative mode: trunk

Operational Trunking Encapsulation: dotlq

Negotiation of Trunking: Disabled

Access Mode VLAN: 0 ((Inactive))

Trunking Native Mode VLAN: 1 (default)

Trunking VLANs Enabled: ALL

Trunking VLANs Active: 1,2

Pruning VLANs Enabled: 2-1001

[9.2]    VTP
[9.2.1]    History Of VTP
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VTP Benefits

VLAN configuration consistency across the network

VLANs are trunked over mixed media. For example, an Ethernet VLAN is mapped to high-speed ATM LANE or FDDI VLAN

Accurate tracking and monitoring of VLANs

Dynamic reporting of added VLANs across the network

“Plug-and-ply” configuration when adding new VLANs

[9.2.2]    VTP Concepts

Diagram 1, Image

Trunk Links

Two Multilayer Switches (Switch1, Switch2)

Switch1 is connected to Switch2 via Trunk Link

Switch1 has 2 VLANs (VLAN A, VLAN B)

Switch2 has 2 VLANs (VLAN A, VLAN B)

All 4 VLANs have 1 PC each

[9.2.3]    VTP Operation
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ISL Encapsulation Frame

ISL frame specifications:


ISL header is 26 bytes in length

CRC is recomputed after encapsulation

ISL FRAME 

ISL Header – 26 Bytes

Ethernet Header – 14 Bytes

LLC Header – 3 Bytes

SNAP Header – 3 Bytes

VTY Header, Message – Varied Length

CRC
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VTP Mode Comparisons

* = Logically Significant only

Feature – Source VTP Messages

Server – Yes

Client – Yes

Transparent – No

Feature – Listen to VTP Messages

Server – Yes

Client – Yes

Transparent – No

Feature – Create VLANs

Server – Yes

Client – No

Transparent – Yes*

Feature – Remember VLANs

Server – Yes

Client – No

Transparent – Yes*
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VTP Operation

Group _1 Config Rev# N+1

1 – default

2 – first-vtp-vlan

1002 – fddi-default

1003 – token-ring-default

1004 – fddinet-default

1003 – trnet-default

Two Domains (Group_1 Domain, group_2 Domain)

Group_1 Domain is connected via Router to Group_2 Domain

Group_1 Domain Has 3 Switches (A, B, C)

Group_2 Domain Has 3 Switches (D, E, F)

Group_1 Domain

A is connected via port ½ to port 2/1 on B

A is connected via port 1/1 to port 3/1 on C

B is connected via port 2/2 to port 3/3 on C

Group_2 Domain

D is connected via port 5/1 to port 4/1 on F

E is connected via port 1/1 to port 4/2 on F

C Sends VTP Database Entry to A and B so that N=N+1

[9.2.4]    VTP Implementation
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Three Types of VTP Messages

Advertisement Request

Version – Code – Rsvd – MgmtD Len

Management Domain Name (zero-padded to 32 bytes)

Start value

Summary Advertisement

Version – Code – Followers – MgmtD Len

Management Domain Name (Zero-Padded to 32 Bytes)

Configuration Revision Number

Updater Identity

Update timestamp (12 Bytes)

MD5 Digest (16 Bytes)

Subset Advertisement

Version – Code – Seq-Num – MgmtD Len

Management Domain Name (Zero-Padded t o 32 Bytes)

Configuration Revision Number

VLAN-info field 1

Updater Identity

Update Timestamp (12 Bytes)

VLAN-info field N
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VTP Summary Advertisement Format

Version – Code – Number of Subnet Advertisements Messages – Domain Name Length

Management Domain Name (zero padded to 32 bytes)

Con figuration Revision Number 

Updater Identity

Update Timestamp (12 Bytes)

MD5 Digest (16 Bytes)
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VTP Subset Advertisement Format

Version – Code – Seq-Number – Domain Name Length

Management Domain Name (zero-padded to 32 Bytes)

Configuration Revision Number

VLAN-info Field 1

:

VLAN-info Field N

The VLAN-info field contains information for each VLAN and is formatted as follows:

Info Length – Status – VLAN-Type – VLAN-name Len

ISL VLAN-id

802.10 Index

VLAN-name (Padded with 0s to Multiples of 4 bytes)

]9.2.5]    VTP Configuration
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 VTP Basic Configuration Steps

Determine the version number

Choose the domain

Choose the VTP mode

Password protect the domain
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Configure VTP Version

The following is a screen capture of a terminal emulation program showing the process taken to set VTP Version

Switch#vlan database

Switch(vlan)#vtp v2-mode
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VTP Domain Name

The following is a screen capture of a terminal emulation program showing the process taken to set VTP Domain Name

Switch(vlan)#vtp domain cisco

Changing VTP domain from NULL to cisco
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Steps to Add a Switch to an Existing VTP Domain

Clear the configuration

Clear the VTP file

Power cycle the switch

Configure VTP mode and domain

Password protect the domain
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Configure VTP

The following is a screen capture of a terminal emulation program showing the process taken to set VTP server

Switch(vlan)#vtp server

Setting device to VTP server mode

Switch(vlan)#
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Output from show vtp status

MDF_Switch#show vtp status

VTP Version :2

Configuration Revision :0

Maximum VLANs supported locally :64

Number of existing VLANs :7

VTP Operation Mode :Server

VTP domain Name :cisco

VTP Pruning Mode :Disabled

VTP V2 Mode :Disabled

VTP Traps Generation :Disabled

MD5 digest :0x30 0x50

Configuration last modified by 10.1.1.252 a local updater ID 138.25.13.121 on interface found)

MDF_Switch#exit
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Output from show vtp counters

MDF_Switch#show vtp counters

VTP statistics:

Summary advertisements received :4

Subset advertisements received :1

Request advertisements received :2

Summary advertisements transmitted :7

Subset advertisements transmitted :4

Request advertisements transmitted :1

Number of config revision errors :0

Number of config digest errors :0

Number of V1 summary errors :0

VTP pruning statistics:

Trunk  Join Transmitted  Join Received

MDF_Switch#

[9.3]    Inter-VLAN Routing Overview

 [9.3.1]    VLAN Basics

Diagram 1, Image

Virtual Local-Area Networks

VLANs allow devices to be grouped together, regardless of their physical location

Traditional LAN Segmentation

Three Floors (Floor1(LAN1), Floor2(LAN2), Floor3(LAN3))

1 Router connects all 3 Floors

Floor1 has 1 shared hub with 4 PC’s attached

Floor2 has 1 shared hub with 4 PC’s attached

Floor3 has 1 shared hub with 4 PC’s attached

VLAN Segmentation

Three Switches (Switch1, Switch2, Switch3) (1 each floor)

Switch1 has 3 VLANs (VLAN1, VLAN2, VLAN3) and 3 PC’s (1 each VLAN)

Switch2 has 3 VLANs (VLAN1, VLAN2, VLAN3) and 3 PC’s (1 each VLAN)

Switch3 has 3 VLANs (VLAN1, VLAN2, VLAN3) and 3 PC’s (1 each VLAN)

Switch1 is connected to Switch2 via Trunk link

Switch2 is connected to Switch3 via Trunk Link

Switch2 has a router attached

Diagram 2, Image

Overcoming Physical Boundaries

Group users by department, team, or application

Routers provide communication between VLANs

Three Floors (Floor1, Floor2, Floor3)

Three VLANs (Engineering VLAN, Marketing VLAN, Accounting VLAN)

Floor1 has 1 Switch connected to 3 servers (Server1, Server2, Server3)(1 each VLAN) 

Floor2 has 1 Switch connected to 3 PC’s (1 each VLAN) 

Floor3 has 1 Switch connected to 3 PC’s (1 each VLAN)

All 3 Switches connect to a Router via Fast Ethernet

Diagram 3, Image 

Virtual LAN’s

Four Switches (Switch1, Switch2, Switch3, Switch4)

Three VLANs (VLAN1, VLAN2, VLAN3)

Switch1 has 3 Servers Connected (1 each VLAN) and 1 Router

Switch1 is connected to Switch2, Switch3, Switch4 (1 link each switch)

Switch2 has 3 PC’s connected (1 each VLAN)

Switch3 has 3 PC’s connected (1 each VLAN)

Switch4 has 3 PC’s connected (1 each VLAN)

[9.3.2]    Introducing Inter-VLAN Routing
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Multiple VLANs

VLANs 1 and 200 cannot communicate without the assistance of a router

Two Switches (Switch1 Switch2)

Two VLANS (VLAN1, VLAN200)

Switch1 has VLAN1

Switch2 has VLAN200

Switch1 is connected to Switch2 via Trunk Link(crossover cable) on Port1 (Switch1) and Port2 (Switch2)
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Multiple VLANs

To route traffic between VLAN 1 and VLAN 200 in a non-VLAN-trunk environment, a router must be connected to a port in VLAN1 and a port in VLAN 200.

One Switch (Switch1)

One Router (Router1)

Switch1 has 2 VLANs (VLAN200, VLAN1)

Switch1 is connected to Router1 via 2 Links on FastEthernet ports 0/0 and 0/1
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VLAN Components

Switches, Routers, Servers, Management

Switch

Membership Establishment 

Switches Membership Determination

Multiple connected Switches

Communication Across Fabric

Trunking – Common VLAN exchange

Router

Inter–VLAN Communications

Multiprotocol routing inter-VLAN exchange

Server

Server Communication

Servers-Multi – VLAN communication

Picture of Small Administrative LAN

Centralized Administration

Management – Security, control, administration

[9.3.3]    Inter-VLAN Issues And Solutions
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Communicating between VLANs

Layer 3 router links VLANs together 

Adds additional security and management

Logical links conserve physical ports

Multimode, depending on protocol

Controls access by VLAN

UP to 255 VLANs or greater per router

Logical Communication

One Router (Router1)

One Switch (Switch1)

Router1 is connected to Switch1 via Multiple logical Links using Cisco Internetworking Software

Physical Communication

One Router (Router2)

One Switch (Switch2)

Switch2 has 3 VLANs

Router2 is connected to Switch2 via 3 Links (1 each VLAN)

Diagram 2, Image

Router on a Stick

In order for traffic to move from one VLAN to another, it must go through the router.

One Router (Router1)

Three Switches (Switch1, Switch2, Switch3)

Traffic passes through Layer 2 Backbone from source device to destination device

[9.3.4]    Physical And Logical Interfaces
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Multiple Links

The router supports one VLAN per interface

One Router (Router1)

Two Switches (Switch1, Switch2)

Switch1 has 3 VLANs (VLAN10, VLAN20, VLAN30)

Switch1 has 3 PC’s connected (1 each VLAN)

Switch1 is connected to Router1 via 3 Links (1 each VLAN)

Switch2 has 1 VLAN (VLAN60)

Switch2 has 1 Server connected on VLAN60

Switch2 is connected to Router1

Diagram 2, Image

Inter-Switch Link (ISL) and 802.1Q

A single ISL link can support multiple VLANs.

One Router (Router1)

Two Switches (Switch1, Switch2)

Switch1 has 3 VLANs (VLAN10, VLAN20, VLAN30)

Switch1 has 3 PC’s connected (1 each VLAN)

Switch1 is connected to Router1 via Single ISL link (all VLANs share)

Switch2 has 1 VLAN (VLAN60)

Switch2 has 1 Server connected on VLAN60

Switch2 is connected to Router1

Switch2 shows shared link as 3/0.1, 3/0.2, 3/0.3 3/1.1, 3/1.2, 3/1.3  
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Trunk-Connected Routers

An ISL or 802.1Q-enabled interface on the router connects to a trunk port on the switch.

One Router (Router1)

Three Switches (Switch1, Switch2, Switch3)

Switch1 connects to Switch2 via ISL/802.1Q link

Switch1 connects to Switch3 via ISL/802.1Q link

Switch2 connects to Switch3 via ISL/802.1Q link

Switch1 is connected to Router1 FastEthernet 0/1 interface via ISL/802.1Q link

Router1 FastEthernet shows multiple shared link as FastEthernet 1/0.1, FastEthernet 1/0.2 and FastEthernet 1/0.3

[9.3.5]    Dividing Physical Interfaces Into Subinterfaces
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Subinterfaces and VLANs

One Router (Sydney)

Sydney has 3 VLANs (VLAN1, VLAN20, VLAN30)

Sydney has multiple Subinterfaces on FastEthernet 0/0

Subinterface FastEthernet 0/0.1

Subinterface FastEthernet 0/0.2

Subinterface FastEthernet 0/0.3
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Subinterfaces and VLANs

One Router (Sydney)

Sydney has 3 VLANs (VLAN1, VLAN2, VLAN3)

Each VLAN is its own IP network or subnet.

Sydney has multiple Subinterfaces on FastEthernet 0/0 (Physical Interface)

Subinterface FastEthernet 0/0.1 – 192.168.1.1

Subinterface FastEthernet 0/0.2 – 192.168.2.1

Subinterface FastEthernet 0/0.3 – 192.168.3.1

Diagram 3, Image

Subinterface Preparation

Commands to configure Subinterfaes on Router (Sydney)

Sydney (config)#interface FastEthernet 0/0.1

Sydney (config-subif)# description Management VLAN 1

Sydney (config)#interface FastEthernet 0/0.2

Sydney (config-subif)#description Accounting VLAN 20

Sydney (config)#interface FastEthernet 0/0.3

Sydney (config-subif)#description Sales VLAN 30

[9.3.6]    Configuring Inter-VLAN Routing
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Inter-VLAN Routing

One Router (Router1)

Three Switches (Switch1, Switch2, Switch3)

Router1 is connected to Switch1 via 3 Subinterfaces on FastEthernet 0/0 via 802.1Q link

Switch1 is connected to Switch2 via 802.1Q link

Switch1 is connected to Switch2 via 802.1Q link

Diagram 2, Image

Inter-VLAN Routing

Sydney has 3 VLANs (VLAN1, VLAN20, VLAN30)

Sydney has multiple Subinterfaces on FastEthernet 0/0 (Physical Interface)

Subinterface FastEthernet 0/0.1 – 192.168.1.1

Subinterface FastEthernet 0/0.2 – 192.168.2.1

Subinterface FastEthernet 0/0.3 – 192.168.3.1

Diagram 3, Image

Configuring Inter-VLAN Routing

Commands to configure Subinterfaces on Router (Sydney)

Sydney (config)#interface FastEthernet 0/0.1

Sydney (config-subif)#description Management VLAN 1

Sydney (config-subif)#encapsulation dotlq 1

Sydney (config-subif)#ip address 192.168.1.1

Sydney (config)#interface FastEthernet 0/0.2

Sydney (config-subif)#description Accounting VLAN 20

Sydney (config-subif)#encapsulation dotlq 20

Sydney (config-subif)#ip address 192.168.2.1

Sydney (config)#interface FastEthernet 0/0.3

Sydney (config-subif)#description Sales VLAN 30

Sydney (config-subif)#encapsulation dotlq 30

Sydney (config-subif)#ip address 192.168.3.1
