Module 9 TCP/IP Protocol Suite and IP Addressing.

This page has four graphics.

Graphic one is a table stating that upon completion of this module, the student will be able to perform tasks related to the following:

9.1     Introduction to TCP/IP

9.2     Internet addresses

9.3     Obtaining an IP Address.

Graphic two is a table which discusses the following objectives for the CCNA 640-801 exam: They are as follows.

Planning and Designing:

· Design an IP addressing scheme to meet design requirements.

· Design a simple LAN using Cisco Technology.

· Design a simple internetwork using Cisco technology

Implementation and Operation

· Configure IP addresses, subnet masks and gateway addresses in routers and hosts

· Implement a LAN.

Technology

· Evaluate TCP/IP communication process and its associated protocols.

· Describe network communications using layered models.

Graphic three is a table stating the following objectives for the IND 640-811 exams. They are as follows:

Planning and Designing, Design an IP addressing scheme to support classful, classless, and private addressing to meet design requirements.

Implementation and Operations.

· Implement a LAN

· Configure IP addresses, subnet masks, and gateway addresses on routers and hosts.

Graphic four is a table stating the following objectives for the INTRO 640-821 exam. They are as follows:

Design and support:

· Use embedded layer 3 through layer 7 protocol to establish, test, suspend or disconnect connectivity to remote devices from the router console.

· Determine IP addresses.

Implementation and Operation:

· Assign IP addresses

· Use embedded layer 3 through layer 7 protocols to establish, test, suspend or disconnect connectivity to remote devices from the router console.

Technology:

· Employ IP addressing techniques.

· Describe how the protocols associated with TCP/IP allow host communication to occur.

· Describe how an IP address is associated with a device interface, and the association between physical and employ IP addressing techniques.

· Describe the principles and practice of packet switching utilizing the Internet Protocol (IP).

9.1.1 The TCP/IP Model.

This page has one graphic.

Graphic one is a diagram of the layers of the TCP/IP Model. The four layers are (from top to bottom – bottom is closest to the physical media):

· Application Layer

· Transport layer

· Internet Layer

· Network access Layer

Some of the layers in the TCP/IP model have the same name as layers in the OSI model. It is critical not to confuse the layer functions of the two models because the layers include some different functions in each model

9.1.2 TCP/IP Applications.

This page has one graphic.

Graphic one lists some of the protocols in the application layer of the TCP/IP model.

For File Transfer the protocols below may be used

TFTP *

FTP *

NFS

For Email

SMTP

To use Remote Login

Telner*

Rlogin

For Network Management

SNMP*

For Name Management

DNS*

Please note: * denotes used by the router.

9.1.3 Transport Layer Protocols.

This page has three graphics.

Graphic 1 Lists the protocols available in the Transport layer. There are only 2 main ones.

Transmission Control Protocol (TCP)-Connection-oriented.

User Datagram Protocol (UDP) – connectionless.

Graphic two Illustrates a TCP transmission from 1 computer through the internet (represented by a cloud) to a second computer. Computer 1 sends segment 10, Computer 2 receives segment 10 and sends a message back to computer 1 stating it has received segment 10 and now requires segment 11. In actuality, the receiver only sends the message requesting the next segment, this infers that it has successfully received all segments up to that point..

 Graphic Three expands the cloud to show it is actually made up of many interconnected routers. The data could take one of many routes through this network and packets in the same transmission session may not travel the same route through the network cloud. As we do not usually control the complete network (eg the Internet – note capital I) we represent it as a cloud to show there is a connection but we have no idea of its topology or configuration.

9.1.4 Internet Layer Protocols

This page has two graphics.

Graphic one lists some of the protocols that operate at the TCP/IP Internet layer.

Internet Protocol (IP) provides connectionless, best-effort delivery routing of packets. IP is not concerned with the content of the packets but looks for a path to the destination.

Internet Control Message Protocol (ICMP) provides control and messaging capabilities.

Address Resolution Protocol (ARP) determines the data link layer address, or MAC address for known IP addresses

Reverse Address Resolution Protocol (RARP) determines the IP address for the known MAC address.

Graphic two depicts a small network connecting 2 computers. Host 1 connects to a router that connects to 2 other routers. Each of these 2 routers connects to another 2 routers and then connect to host 2. So we have 2 possible paths that data may take to reach its destination. The purpose of the Internet layer is to select the best path through the network for packets to travel. This is achieved by routing protocols (usually).

9.1.5 Network Access Protocols.

This page has one graphic.

Graphic one lists some of the network access layer protocols. The network access layer allows an IP packet to link to the network media. This layer deals with local delivery of frames, ie uses the MAC address (hardware address) of the NIC for addressing. Protocols include: 

· Fast Ethernet

· SLIP and PPP

· FDDI

· ATM, Frame Relay, and SMDS

· ARP

· Proxy ARP

Note: ARP and RARP work at both Internet and network access layers, breaking all the rules on keeping network functions within separate layers!

9.1.6 Comparing TCP/IP with OSI

This page contains one graphic.

Graphic one is a table providing a comparison of the OSI model and the TCP/IP model. The OSI and TCP/IP models have many similarities:

    * Both have layers.

    * Both have application layers, though they include different services.

    * Both have comparable transport and network layers.

    * Both use packet-switched instead of circuit-switched technology.

    * Networking professionals need to know both models.

Here are some differences of the OSI and TCP/IP models:

TCP/IP combines the OSI application, presentation, and session layers into its application layer.

TCP/IP combines the OSI data link and physical layers into its network access layer.

Note: this is not completely true, but is what the course requires. The TCP/IP protocol suite does NOT specify any physical layers. It is left open so TCP/IP may be used on any physical network technology. However protocols like Ethernet define the Network access layer AND the physical layer so it is probably inferred that the network access layer includes the physical.

TCP/IP appears simpler because it has fewer layers.

9.1.7 Routers Connects Two Networks

This page contains four graphics.

Graphic 1 depicts a simple network with computer X connected to network 1 (cloud) which in turn connects to a router. This router connects to the network 2 cloud, which is then connected to host Y. The diagram is attempting to show that two networks may be joined with a router. Note that a switch does not perform this function, it just extends the number of hosts on a network. A point of interest, a LAN is sometimes defined as the reach of a layer 2 broadcast. These are passed by a switch but blocked by a router.

Graphic 2 depicts a larger network with 3 hosts, X, Y & Z connected to networks 1, 2 &3 respectively. These 3 networks are connected by 2 routers, network 1 to router 1, which also connects to network 2. Network 2 connects to router 2 and router 2 connects to network 3.

Graphic 3 shows how users do not see this (graphic 2) as individual routers connecting separate networks but only as computers X,Y and Z connected together in some unknown way. (the cloud concept again)

Graphic 4 reiterates the cloud concept in graphic 3. It depicts a complex interconnection of routers and smaller clouds, contained within a large cloud. Title of the graphic is “Physical details are hidden from users”

9.2.1 Host Addresses.

This page contains four graphics.

Graphic one shows 2 networks connected by a router. This graphic is showing how physical addresses work with network addresses. Each network has 4 hosts with the physical addresses of A1 to A4 (network A) and B1 to B4 (network B) Network A is connected to a port on the router with address A5. Network b is connected to the same router on a port with the physical address B5.

While these addresses are not actual network addresses, they represent and show the concept of address grouping. This uses the A or B to identify the network and the number sequence to identify the individual host. The combination of letter, or network address, and the number, or host address create a unique for each device on the network.

Graphic two Dual-Homed Computer.

This is an example of a computer that is connected to two different networks. This is done by having two network interface cards in the computer. The term that is used to describe this is a dual-homed device. The important thing to notice here is that the two interfaces of the computer are in completely different networks and consequently have different network identifiers in the address. One other important note is this computer does not pass data through it, unless it is specifically configured to do so, it merely has access to both networks.

Graphic three concerns IP Addressing Format.

For any two systems to communicate, they must be able to identify and locate each other. IP addresses are 32 Bits long.

Graphic four illustrates the Consecutive Decimal and Binary Values. They are as follows: (left in its raw form so it may be seen how hard binary addresses are in comparison to dotted decimal 

Binary – 11000000,10101000,00000001,1,00001000 and 11000000,10101000,00000001,00001001

Decimal: 192.168.1.8 and 192.168.1.9

Both the binary and decimal numbers represent the same values, but it is much easier to see with the dotted decimal values. This is one of the common problems found in working directly with binary numbers. The long strings of repeated ones and zeros make transposition and omission errors more likely.

9.2.2 Two Byte (Sixteen Bit Number)

This page contains six graphics.

Graphic one shows the Two Byte (Sixteen Bit Number) conversions.

When converting a decimal number to binary, the biggest power of two that will fit the decimal number must be determined.

2^15 – 32768

2^14 – 16384

2^13 – 8192

2^12 – 4096

2^ 11 – 2048

2^10 – 1024

2^9 – 512

2^8 – 256

2^7 – 128

2^6 – 64

2^5 – 32

2^4 – 16

2^3 – 8

2^2 – 4

2^1 – 2

2^0 – 1

Graphic two is a table listing the Position Powers, Decimal values, Position Values,

Binary Count and the remainders. Below is the long conversion of 6783 decimal to 00011010011111111 binary:  

Position Power – 2^15

Decimal Value - 6783

Position Value - 32768

Binary Count - 0

Remainder – 6783

Position Power – 2^14

Decimal Value - 6783

Position Value - 16384

Binary Count - 0

Remainder – 6783

Position Power – 2^13

Decimal Value - 6783

Position Value - 8192

Binary Count - 0

Remainder – 6783

Position Power – 2^12

Decimal Value - 6783

Position Value - 4096

Binary Count - 1

Remainder – 2687

Position Power – 2^11

Decimal Value - 2687

Position Value - 2948

Binary Count - 1

Remainder – 639

Position Power – 2^10

Decimal Value - 639

Position Value - 1024

Binary Count - 0

Remainder – 639

Position Power – 2^9 

Decimal Value - 639

Position Value - 512

Binary Count - 1

Remainder – 127

Position Power – 2^8

Decimal Value - 127

Position Value - 256

Binary Count - 0

Remainder – 127

Position Power – 2^7

Decimal Value - 127

Position Value - 128

Binary Count - 0

Remainder – 127

Position Power – 2^6

Decimal Value - 127

Position Value - 64

Binary Count - 1

Remainder – 63

Position Power – 2^5

Decimal Value - 63

Position Value - 32

Binary Count - 1

Remainder – 31

Position Power – 2^4

Decimal Value - 31

Position Value - 16

Binary Count - 1

Remainder – 15

Position Power – 2^3

Decimal Value - 15

Position Value - 8

Binary Count - 1

Remainder – 7

Position Power – 2^2

Decimal Value – 7

Position Value - 4

Binary Count - 1

Remainder – 3

Position Power – 2^1

Decimal Value - 3

Position Value - 2

Binary Count - 1

Remainder – 1

Position Power – 2^0

Decimal Value - 1

Position Value - 1

Binary Count - 1

Remainder – 0

Graphic three is a table listing the One Byte (Eight Bit Number). Below is the long conversion of 104 decimal to 01101000:

Position Power – 2^7

Decimal Value - 104

Position Value - 128

Binary Count - 0

Remainder – 104

Position Power – 2^6

Decimal Value - 104

Position Value - 64

Binary Count - 1

Remainder – 40

Position Power – 2^5

Decimal Value - 40

Position Value - 32

Binary Count - 1

Remainder – 8

Position Power – 2^4

Decimal Value - 8

Position Value - 16

Binary Count - 0

Remainder – 8

 Position Power – 2^3 

Decimal Value - 8

Position Value - 8

Binary Count - 1

Remainder – 0

Position Power – 2^2

Decimal Value - 0

Position Value - 4

Binary Count - 0

Remainder – 0

Position Power – 2^1

Decimal Value - 0

Position Value - 2

Binary Count - 0

Remainder – 0

Position Power – 2^0

Decimal Value - 0

Position Value - 1

Binary Count - 0

Remainder - 0

Graphic four is an interactive calculator for converting decimal to binary. (inaccessible)

Graphic five is a table listing the Two Byte (Sixteen Bit Number). Same process as previously discussed, just adding the position value if it is 1.

Graphic six is an interactive calculator for converting binary to decimal (inaccessible)

9.2.3 Network Layer Communication Path.

This page has five graphics.

Graphic one shows a complex network of routers connecting a token ring network to a bus network. Each port on the routers in the cloud have a number representing the address of the interface. The addresses represent the path of media connections.

Graphic two illustrates with simplified network addresses, network and host addressing. 2 hosts are connected to a bus network, they have addresses of 1.2 & 1.3. The router is connected on 1 port to this bus network on interface 1.1 The router also has 2 other interfaces. These interfaces have the addresses 2.1 and 3.1 . So we have network 1 with hosts 1, 2 & 3 (1.1, 1.2, 1.3) network 2 with the address 1 (router) and network 3 with the address 

Graphic three illustrates the hierarchical mature of classful addressing. It’s a tree structure, so if we take the network addresses at the top level 1.0.0.0, 2.0.0.0 through to 255.0.0.0, each of these may be subnetted into other networks. Take the example of the 10.0.0.0 network address, it may be subnetted into 10.1.0.0 , 10.2.0.0 through to 10.255.0.0. This continues with, for example, the 10.1.0.0 network address subnetted into the networks 10.0.1.0, 10.1.2.0 through to 10.1.255.0

Graphic four is a table listing the IP address Classes. They are as follows:

Address Class - A

Number of Networks – 126*

Number of Host per Network – 16,777,216

Address Class - B

Number of Networks – 16,384

Number of Host per Network – 65,535

Address Class - C

Number of Networks – 2,097,152

Number of Host per Network - 254

Address Class – D (Multicast)

Number of Networks – N/A

Number of Host per Network – N/A

The 127.x.x.x address range is reserved as a loopback address, used for testing and diagnostic purposes.

Graphic five is a table Identifying Address changes. The first step n determining which part of the address identifies the network and which part identifies the host is identifying the class of an IP address. 

IP Address Class – Class A

High Order Bits - 0

First Octet Address Range – 1 – 127 ^

Number of Bits in the Network Address - 8

IP Address Class - B

High Order Bits - 10

First Octet Address Range – 128 -191

Number of Bits in the Network Address - 16

IP Address Class - C

High Order Bits - 110

First Octet Address Range – 192 -223

Number of Bits in the Network Address - 24

IP Address Class - D

High Order Bits - 1110

First Octet Address Range – 224 - 239

Number of Bits in the Network Address = 28

The 127.x.x.x address range is reserved as a loopback address used for testing and diagnostic purposes.

9.2.4 Class A, B, C, D and E IP addresses.

This page has eight graphics.

Graphic one is a table illustrating the Address Class Prefixes. 

Class A, the first octet contains the network portion, with 3 octets reserved for hosts

Class B, the first two octets contain the network portion with 2 octets reserved for hosts

Class C, the first 3 octets contain the network portion with the last octet reserved for hosts.

Class D uses all 4 octets for the hosts, however Class D addresses are used for multicast groups. There is no need to allocate octets or bits to separate network and host addresses. Class E addresses are reserved for research use only.

Graphic two to five inclusive depict the above in graphical format.

Graphic 6 has the additional information that a class D first octet bit pattern, all class D addresses start with the binary combination 1110.

Graphic 7 has the additional information that a class E first octet bit pattern, all class E addresses start with the binary combination 1111.

Graphic eight is a table illustrating the IP Address Ranges. Note the bit pattern for the first 3 bits of each class. They are as follows:

IP address class – Class A

IP address range (First Octet Decimal Value) – 1-126 (0000001-01111110) *

IP address class – Class B

IP address range (First Octet Decimal Value) – 128-191 (10000000-10111111)

IP address class – Class C

IP address range (First Octet Decimal Value) – 192-223 (11000000-11011111)

IP address class – Class D

IP address range (First Octet Decimal Value) – 224-239 (11100000-11101111)

IP address class – Class E

IP address range (First Octet Decimal Value) – 240-255 (11110000-11111111)

Determine the class based on the decimal value of the first octet.

127 (011111111) is a Class A address reserved for loopback testing and cannot be assigned to a network.

9.2.5 Reserved IP addresses.

This page has six graphics.

Graphic one depicts 2 separate networks, connected by a router. The router also connects to the internet. The 2 networks have the IP network addresses 192.150.11.0 for the “top” network and 192.150.12.0 for the lower network.

The section that is identified by the upper box represents the 198.150.11.0 network. Data that is sent to any host on that network, 198.150.11.1 through 198.150.11.254, will be seen outside of the local area network as 198.150.11.0. The only time that the host numbers matter us when the data is on the local area network. The LAN that is contained in the lower box is treated the same as the upper LAN, except that its network number is 198.150.12.0.

Graphic two is identical to graphic 1 with the text below.

The section that is identified by the upper box represents the 198.150.11.255 broadcast address. Data that is sent to the broadcast address will be read by any host on that network, 198.150.11.1 through 198.150.11.254. The LAN that is contained in the lower box is treated the same as the upper LAN, except that its broadcast address is 198.150.12.255.

Graphic 3 shows the network addresses 172.10.0.0 with the first 16 bits as the network portion and the last 16 bits as the host portion. Network addresses have all the host bits set to 0

The class B addresses has all of its host bits set to zero. That is why it is identified as the network address.

Graphic four shows 7 computers connected to a shared media (bus) network. They have the following IP addresses:

176.10.16.1

176.10.16.2

176.10.16.3

176.10.16.4

176.10.16.5

176.10.16.6

176.10.16.7

Computer 176.10.16.1 is going to use a Unicast to communicate with computer 176.10.16.3

Computer 176.10.16.1 prepares the data for transmission and checks the network cable to see if another computer is using it. If another station is using the cable, computer one will have to wait, as only one computer can transmit at a time. The cable is clear so computer 176.10.16.1 can transmit.

Computer 176.10.16.1 transmits the data frames through the network cable segment.

All computers on the Ethernet segment analyse the incoming data frames to determine if the transmission is for them.

All computers except computer 176.10.16.3 drop the frames because they do not match the destination MAC address of the incoming frames. This is why it is referred to as a unicast transmission. Only the computer that has the proper address keeps processing the frame, and since each IP address is unique, only the one computer will accept the data.

Computer 176.10.16.3 processes the data that came from computer 176.10.16.1 and prepares a response to computer 176.10.16.1. It checks the Ethernet cable to detect if another computer is transmitting data. The segment is free.

Computer 176.10.16.3 transmits its data frames through the Ethernet segment.

Again all hosts on the segment analyse the incoming frames.

The frames are intended for computer 176.10.16.1 All other computers drop the incoming frames. This completes the cycle of a unicast transmission between 2 computers. It is important to note that all computers in an Ethernet segment always look at traffic on the segment and then only process it if it is addressed to them.

Graphic five Shows the class B address 176.10.255.255 as a broadcast. All host bits are set to1. The Class B address is the broadcast address for this network. When packets are received with this destination address, the data is processed by every computer.

Graphic six shows 7 computers connected to a shared media (bus) network. Host 176.10.16.6 is a DNS server. They have the following IP addresses:

176.10.16.1

176.10.16.2

176.10.16.3

176.10.16.4

176.10.16.5

176.10.16.6 This is a DNS server

176.10.16.7

Computer 176.10.16.1 is going to use a Broadcast transmission to find a DNS server. Usually this is the purpose for using a broadcast, to locate a specific device or service. It could be a DNS server, a DHCP server, or many other types of devices.

Computer 176.10.16.1 prepares the broadcast packet for transmission and checks the network cable to see if another computer is using it. If another station is using the cable, computer one will have to wait, as only one computer can transmit at a time. The cable is clear so computer 176.10.16.1 can transmit.

Computer 176.10.16.1 transmits the data frames through the network cable segment.

All computers on the Ethernet segment analyse the incoming data frames to determine if the transmission is for them.

This is a broadcast transmission so all computers accept the transmission and process it. The purpose of a broadcast transmission is to have all hosts on the segment process the data. It is up to the computer that is doing the processing to decide what to do with the transmission. In this case, since the broadcast was looking for a DNS server, only that device will respond. If there were more than one DSN server, all DNS servers would respond.

Computer 176.10.16.6 processes the request that came from computer 176.10.16.1 and prepares a Unicast response to computer 176.10.16.1 Sice it knows the address of the device that sent the request , the response can be sent directly to that device. It checks the network cable to see if another computer is using it. If another station is using the cable, computer one will have to wait, as only one computer can transmit at a time. The cable is clear so computer transmits.

Again all computers analyse the frame.

The frames are intended for computer 176.10.16.1 All other computers drop the incoming frames. This completes the cycle of a unicast transmission between 2 computers. It is important to note that all computers in an Ethernet segment always look at traffic on the segment and then only process it if it is addressed to them.

9.2.6 and Private IP addresses.

This page has three graphics

Graphic one illustrates the Required Unique Addresses

It depicts 2 Ethernet segments connected to a router. The router also connects to the internet. The first network has 5 hosts connected with IP addresses 198.150.11.15 to 198.150.11.19, and are connected to the router Ethernet 0 port IP address 198.150.11.1. The second segment has 5 computers attached with IP addresses 198.150.11.15 to 198.150.11.20 and are connected to router interface Ethernet 1, IP address 198.160.11.5 There is an issue with the network addressing scheme. Both networks have a network address of 198.150.11.0. When data transmissions reach the router in this illustration, which way should it switch them? If it were permitted, this situation would greatly increase the amount of network traffic and would defeat the basic function of the router. Unique addresses are required for each device on a network.

Graphic two is a table displaying the Private IP Addresses as defined in RFC 1918. They are as follows

Class - A

internal address range – 10.0.0.0 to 10.255.255.255

Class - B

internal address range – 172.16.0.0 to 172.31.255.255

Class - C

internal address range – 192.168.0.0 to 192.168.255.255

Graphic three depicts a network configured using private addresses for all internal links between routers.

Private addresses can be used to address point-to-point serial links without wasting real IP addresses.

9.2.7 Introduction to subnetting.

This page has three graphics.

Graphic one shows 3 networks connected to a router. Each network has its own subnet, 131.108.1.0 , 131.108.2.0 and 131.108.3.0

Graphic 2 contains no relevant content.

Graphic three is a Quick Reference Subnetting Chart.

Decimal Notation for First Host Octet - .192

Numbers of Subnets - 2

Number of Class A Hosts per Subnet – 4,194,302

Number of Class B Hosts per Subnet – 16,382

Number of Class C Hosts per Subnet - 62

Decimal Notation for First Host Octet - .224

Numbers of Subnets - 6

Number of Class A Hosts per Subnet – 2,097,150

Number of Class B Hosts per Subnet – 8,190

Number of Class C Hosts per Subnet - 30

Decimal Notation for First Host Octet - .240

Numbers of Subnets - 14

Number of Class A Hosts per Subnet – 1,048,574

Number of Class B Hosts per Subnet – 4,094

Number of Class C Hosts per Subnet - 14

Decimal Notation for First Host Octet - .248

Numbers of Subnets - 30

Number of Class A Hosts per Subnet – 524,286

Number of Class B Hosts per Subnet – 2,046

Number of Class C Hosts per Subnet - 6

Decimal Notation for First Host Octet - .252

Numbers of Subnets - 62

Number of Class A Hosts per Subnet – 262,142

Number of Class B Hosts per Subnet – 1.022

Number of Class C Hosts per Subnet - 2

Decimal Notation for First Host Octet - .254

Numbers of Subnets - 126

Number of Class A Hosts per Subnet – 131,070

Number of Class B Hosts per Subnet - 510

Number of Class C Hosts per Subnet - NA

Decimal Notation for First Host Octet - .255

Numbers of Subnets - 254

Number of Class A Hosts per Subnet – 65,534

Number of Class B Hosts per Subnet - 254

Number of Class C Hosts per Subnet – NA

9.2.8 IPv4 Versus IPv6

This page has three graphics.

Graphic one is a pie graph illustrating the IPv4 Address Allocation. Class A has addresses make up 50% of the IPv4 address space, Class B 25%, Class C 12.5%, Class D and E both make up 12.5% of the IPv4 address space. Please refer to the notes for the relevant explanations. 

Graphic two is a table showing the IPv4 and IPv6. They are as follows:

Internet Protocol Version (IPv4) 4 Octets.

11010001.11011100.11001001.01110001

209.156.201.113

4,294,467,295 IP addresses

Internet Protocol Version 6 (IPv6) 16 Octets

10100101.00100100.01110010.11010011

00101100.10000000.11011101.00000010

00000000.00101011.11101100.01111010

00000000.00101011.11101010.01110011

A524:72D3:2C80:DD02:0029:EC7A:002B:EA73

3.4 x 10^38 IP addresses

Graphic three displays some binary fields in and IPv6 address.

The familiar IPv4 addresses are 32 bits long, written in decimal, and separated by periods. However, IPv6 addresses are 128 bits long, written in hexadecimal, and separated by colons. Colons separate 16-bit fields. Leading zeros can be omitted in each field as can be seen above where the field :003: is written :3:.

9.3.1 Obtaining an Internet address

Page has 2 graphics. 

Graphic 1 is a repeat of 9.2.3 Graphic three and illustrates the hierarchical mature of classful addressing. It’s a tree structure, so if we take the network addresses at the top level 1.0.0.0, 2.0.0.0 through to 255.0.0.0, each of these may be subnetted into other networks. Take the example of the 10.0.0.0 network address, it may be subnetted into 10.1.0.0 , 10.2.0.0 through to 10.255.0.0. This continues with, for example, the 10.1.0.0 network address subnetted into the networks 10.0.1.0, 10.1.2.0 through to 10.1.255.0

Graphic 2 illustrates the hosts all have MAC addresses (physical addresses) that allow them to connect to the physical medium. IP addresses have to be assigned to the host by some method. The 2 methods of IP address assignment are static or dynamic.

9.3.2 Static assignment of an IP

Page has 2 graphics. 

Graphic one illustrates how to set the IP address statically on a windows 98 machine. Go to control panel, select network, protocols tab, tcp/ip in the list box and select the properties button. This brings up the form for entering IP information on the Ethernet adapters.

Graphic 2 shows an IP address being typed into the address field of a web browser, first a correct one then a slightly different one that causes a page cannot be displayed error.

9.3.3 RARP IP address assignment

Page has 10 graphics (yes 10)

Graphic one is a table illustrating the ARP/RARP Message Structure. This describes the information contained in the frame that is sent out/received. The fields are as follows:

Hardware Type – 16 bits

Protocol Type – 16 bits

HLen (1byte) – 8 bits

Plen (1byte) – 8 bits

Operation – 16 bits

Sender HA (bytes 1 -4) – 32 bits

Sender HA (byte 5 - 6) – 16 bits

Sender PA (byte 1 – 2) – 16 bits

Sender PA (byte 3 - 4) – 16 bits

Target HA (byte 1 - 2) – 16 bits

Target HA (bytes 3 - 6) – 32 bits

Target PA (bytes 1 - 4) – 32 bits

RARP header structure – 32 bits

Graphic two is a table illustrating the ARP/RARP Message Structure Field Descriptions. They are as follows:

Field – Hardware Type

Description – Specifies a hardware interface type for which the sender requires a response.

Field – Protocol Type

Description – Specifies the type of high-level protocol address the sender has supplied.

Field – HLen 

Description – Hardware address length

Field – PLen 

Description – Protocol address length

Field - Operation

Description – The values are as follows:

1. ARP request

2. 2 ARP response

3. RARP request

4. RARP response

5. Dynamic RARP request

6. Dynamic RARP reply

7. Dynamic RARP error

8. InARP request

9. InARP reply.

Field – Sender (HA) hardware address

Description – HLen bytes in length

Field – Sender (PA) protocol address

Description – Plen bytes in length

Field – Target (HA) hardware address

Description – Hlen bytes in length

Field – Target (PA) protocol address

Description – Plen bytes in length

Graphic three is diagram showing the a network segment as detailed below.

All hosts are connected to a single network segment (bus topology)

A diskless workstation with MAC address FE:ED:F9:23:44:EF needs to get it IP address for intranet operation.

There are 4 other hosts on the network that already have IP addresses. There is also a RARP server with the IP address 192.168.10.98 and a MAC address of FE:ED:F9:65:33:3A

The other MAC and IP addresses are of no importance to the explanation.

The graphic is used in several of the following slides.

Graphic four is a table showing the contents of the RARP request. 

Frame header 1 and 800 base 16

The next field has the field lengths and is not really important to us. Very important to the network though! It contains the numbers 48 32 3, as an exercise look up what these mean.

Source MAC = FE:ED:F9:23:44:EF  FE:ED:F9:23, our diskless  workstation that needs an IP address.

Destination MAC FF:FF:FF:FF:FF:FF a layer 2 broadcast, as the workstation does not know the server address so it asks everyone.

Field Type 0x8035 (Ethernet)  There are also some undefined or unused fields in this frame.

Graphic five is a table illustrating the RARP: Request Transmission. It simply shows that as a broadcast, all hosts receive the frame and pass it up the protocol stack as it contains a broadcast destination address 

Graphic six is a table illustrating the RARP: Request Verification.

All computers pass the packet up to the network layer. If IP numbers do not match, the packet is discarded except for the RARP Server, which detects the RARP request field.

Graphic seven is a table illustrating the RARP: Reply Generation. Fields contained in this frame are as follows. (leaving out the irrelevant fields)

Frame header     2 (note it was 1 in the request) 0800base 16

Source MAC address = FE:ED:F9:65:33:3A (the RARP server)

Destination MAC     FE:ED:F9:23:44:EF (our diskless workstation)

Field Type 0x8035 (Ethernet)

And the IP address of the RARP server is the final field = 192.168.10.98

Graphic eight is a diagram illustrating the RARP Reply Transmission. All computers copy the frame and examines it. Only the diskless workstation copies the frame and passes it to the next layer (destination MAC address matches)

Graphic nine illustrates the RARP Reply evaluation. 

If MAC addresses do not match, the packet is discarded.

Graphic ten is a diagram illustrating the RARP: Data Storage

Computer FE:ED:F9:23:44:EF stores the IP address received in the RARP reply for later use.

Note: I really do not like this description. I would suggest that students look at this page for a better explanation. Ignore the frame content description, its covered OK in the above, the process is better explained on this page. (I misplaced the web address of the page but have made a word copy that is available on the class site, my apologies to the author) see “what is RARP.doc"

9.3.4 BOOT IP address assignment
This page has ten graphics

Graphic one is a table listing the BOOTP Message Structure Fields are as follows;

Op (1) – 8 bits

Htype (1) – 8 bits

Hlen (1) – 8 bits

Hops (1) – 8 bits

Xid (4 bytes) – 32 bits

Seconds (2bytes) – 16 bits

Unused – 16 bits

Ciaddr (4 bytes) – 32 bits

Yiaddr (4 bytes) – 32 bits

Siaddr (4 bytes) – 32 bits

Giaddr (4 bytes) – 32 bits

Chaddr (16 bytes) – 32 bits

Server Host Name (64 bytes) – 32 bits

Boot File Name (128 bytes) – 32 bits

Vendor Specific Area (64 bytes) – 32 bits

BOOTP message structure – 32 bits

Graphic two is a table listing the BOOTP Message Structure Field Descriptions. They are as follows:

Field - Op

Descriptions – Message operation code. Messages can be either BOOTREQUEST or BOOTREPLY

Field - Htype

Descriptions – Hardware address type

Field - HLen

Descriptions – Hardware address length

Field - Hops

Descriptions – Client places zero, this field is used by BOOTP server to send request to another network.

Field - Xid

Descriptions – Transaction ID

Field - Secs

Descriptions – Seconds elapsed since the client began the address acquisition or renewal process

Field - Ciaddr

Descriptions – Client IP address

Field - Yiaddr

Descriptions – “Your” (client) IP address

Field - Siaddr

Descriptions – IP address of the next server to use in bootstrap

Field - Giaddr

Descriptions – Relay agent IP address used in booting via a relay agent

Field - Chaddr

Descriptions – Client hardware address

Field – Server Host Name

Descriptions – Specifies particular server to get BOOTP information from

Field – Boot File Name

Descriptions – Allows for multiple boot files to be used allowing hosts to run different operating systems

Field – Vendor Specific Area

Descriptions – Contains optional vendor specific information that can be passed to the host.

Graphic three is a diagram illustrating the BOOTP process on a single Network Segment. There are 5 hosts (2 diskless workstations, one normal workstation, a tftp server and a bootp server) There is also a router connecting to the internet. The diskless workstation we are interested in has the MAC address of FF:ED:F9:23:44:EF The bootp server has IP 192.168.10.98 and MAC FE:ED:F9:65:33:3A. The interface of the router connected to this network segment has IP 192.168.10.1 and MAC FE:ED:F9:FA:33:AA. The other addresses are of no importance to us.

Computer FE:ED:F9:23:44:EF needs to obtain its IP address for Internet and Intranet operation.

Graphic four is a table illustrating the BOOTP Request Creation. 
It is covered sufficiently in the text but also below.

Workstation FE:ED:F9:23:44:EF encapsulates the request in a packet header. The header contains an unknown source IP address and a broadcast destination IP address. For the frame header the workstation uses it MAC address as the source and a broadcast for the destination as it does not know the address of the BOOTP server. The workstation then transmits a BOOTP request frame.

Graphic six is a table illustrating the BOOTP: Request Verification.

All devices pick up a copy of the frame, detect a broadcast MAC destination, strip off the frame header, and pass the packet up to the network layer. The devices detect that the IP destination is a broadcast IP address, strip off the packet header, and pass the reply data to the transport layer. All of the devices detect the BOOTP request field as being a BOOTP request. All devices except for the BOOTP server discard it.

Graphic seven is a table illustrating the Reply Creation.

The diagrams on this page are of such a confusing uninformative nature that the text below should be read instead. 

1. Client Creates Request

The client machine begins the procedure by creating a BOOTP request message. In creating this message, it fills in the following information:

It sets the message type (Op) to the value 1, for a BOOTREQUEST message.  

If it knows its own IP address that it plans to keep using, it specifies it in the CIAddr field. Otherwise, it fills this field with zeroes. (See below for more on this.)  

It puts its own layer-two hardware address in the CHAddr field. This is used by the server to determine the right address and other parameters for the client.  

It generates a random transaction identifier, and puts this in the XID field.  

The client may specify a particular server that it wants to send it a reply and put that into the SName field. It may also specify the name of a particular type of boot file that it wants the server to provide in the File field.  

The client may specific vendor-specific information, if programmed to do so.

2. Client Sends Request

The client broadcasts the BOOTREQUEST message by transmitting it to address 255.255.255.255. Alternately, if it already knows the address of a BOOTP server, it may send the request unicast.

3. Server Receives Request and Processes It

A BOOTP server, listening on UDP port 67, receives the broadcasted request and processes it. If a name of a particular server was specified and this name is different than the name of this server, the server may discard the request. This is especially true if the server knows that the server the client asked for is also on the local network. If no particular server is specified, or this particular server was the one the client wanted, the server will reply.

4. Server Creates Reply

The server creates a reply message by copying the request message and changing several fields:

It changes the message type (Op) to the value 2, for a BOOTREPLY message.  

It takes the client's specified hardware address from the CHAddr field, and uses it in a table lookup to find the matching IP address for this host. It then places this value into the YIAddr (“your IP address”) of the reply.  

It processes the File field and provides the filename type the client requested, or if the field was blank, the default filename.  

It puts its own IP address and name in the SIAddr and SName fields.  

It sets any vendor-specific values in the Vend field.

5. Server Sends Reply

The server sends the reply, the method depending on the contents of the request:

If the B (Broadcast) flag is set, this indicates that the client can't have the reply sent unicast, so the server will broadcast it.  

If the CIAddr field is non-zero, the server will send the reply unicast back to that CIAddr.  

If the B flag is zero and the CIAddr field is also zero, the server may either use an ARP entry or broadcast, as described in the previous topic.

6. Client Processes Reply

The client receives the server's reply and processes it, storing the information and parameters provided. (See below for one important issue related to this processing.)

7. Client Completes Boot Process

Once configured, the client proceeds to “phase two” of the bootstrapping process, by using a protocol such as TFTP to download its boot file containing operating system software, using the filename the server provided.
9.3.5 DHCP IP address management

This page has 17 (a new record) graphics. They are also very poorly done. 

I have created a separate document to cover DHCP, it is included in DNS.doc For those who really want to know more, go to http://www.tcpipguide.com/free/t_DHCPAddressAssignmentandDynamicAddressAllocationan.htm
A reasonable accessible site that is really well written.
9.3.6 Problems in address resolution

Page has 2 graphics. 

Computer 176.10.16.1 is monitoring the Ethernet segment to update is ARP table with IP-MAC address pairs so that it can send data to other hosts on the LAN.

Computer 176.10.16.2 prepares the data for transmission. To do that it checks the network cable to see if another computer is using it. If another station is using the cable, computer 176.10.16.2 will have to wait, as only one computer can transmit at a time.

Computer 176.10.16.2 transmits the data frames through the network cable segment.

All computers on the Ethernet segment analyze the incoming data frames to determine if the transmission is for them. Part of this process adds the IP-MAC source addresses to the ARP table. All devices except the one that the data was sent discard the data frame.

Computer 176.10.16.3 prepares the data for transmission. It follows all the preparation steps.

Computer 176.10.16.3 transmits its data frames through the Ethernet segment.

Again all hosts on the segment analyze t5hye incoming frames. Adding data to their ARP tables and discarding the frame if they were not the specified destination of the data.

Computer 176.10.16.6 prepares the data for transmission.

Computer 176.10.16.6 transmits its data frames through the Ethernet segment.

All hosts on the segment analyze the incoming frames. They add to their ARP tables and discard the frames if they were not the specified destinations of the data. This shows the automatic process that is used on a normal Ethernet LAN for maintaining address associations.

Computer 176.10.16.1 wants to send data to 176.10.16.4. It has its IP address, but data transmission also requires the MAC address of 176.10.16.4. How does it get that MAC address to perform the data transmission?

Graphic two.

Computer 192.168.10.34 needs to communicate with computer 192.168.1.1. How does it get the MAC address for 192.168.1.1, and would it do any good if it was able to get the MAC address? Remember that the MAC addresses are only useful in a local area network. They will not be any help outside of the 192.168.10.0 network. So the MAC address of the router is needed to get the data out of the LAN and on to the WAN system.

9.3.7 ARP Table Entry.

This page has six graphics. 

Graphic one shows the ARP table entry.

ARP Table Entry

Internet Address 68.2.168.1

Physical Address 00-50-57-00-76-84

Type Dynamic

Example ARP Table for host 198.150.11.36

MAC – FE:ED:F9:44:45:66 IP – 198.150.11.34
MAC – DD:EC:BC:00:04:AC IP – 198.150.11.33
MAC – DD:EC:BC:00:04:D4 IP – 198.150.11.35

Graphic two ARP Table Functions.

This is a multi media activity. As the steps described below take place, a table is populated with IP-MAC address pairs, building up the ARP table.

Computer 176.10.16.1 is monitoring the Ethernet segment to update its ARP table.

Computer 176.10.16.2 prepares the data for transmission. To do that it checks the network cable to see if another computer is using it. If another station is using the cable, computer 176.10.62 will have to wait, as only on computer can transmit at a time. The cable is clear so computer 176.10.16.2 can transmit.

Computer 176.10.16.2 transmits the data frames through the network cable segment.

All computers on the Ethernet segment analyse the incoming data frames to determine if the transmission is for them. Part of this process is to add the IP-MAC source addresses from he data to the ARP table.

Computer 176.10.16.3 prepares the data for transmission. It follows all the preparation steps.

Computer 176.10.16.3 transmits its data frames through the Ethernet segment.

Again, all hosts on the segment analyse the incoming frames and add data to their ARP table.

Computer 176.10.16.6 prepares the data for transmission.

Computer 176.10.16.6 transmits its data frames through the Ethernet segment.

All hosts on the segment analyse the incoming frames.

Computer 176.10.16.5 prepares the data for transmission. Notice the first pair in the ARP table, it is reaching its timeout value. If a computer does not transmit data for a certain length of time, their IP-MAC pair is dropped from the ARP table.

Computer 176.10.16.3 transmits its data frames through the Ethernet segment. The first value in the ARP table exceeded the timeout value so it is removed. The ARP table is dynamically updated. It adds and removes entries based on segment activity and timeout values.

Again all hosts on the segment analyse the incoming frames. New values are added to the ARP table.

Computer 176.10.16.2 prepares the data for transmission.

Computer 176.10.16.1 transmits the data frames through the network cable segment.

All computers on the Ethernet segment analyse the incoming data frames to determine if the transmission is for them. The IP-MAC pair for 176.10.16.2 is added back into the table. If this transmission had come before the timeout value was exceeded, the pair would not have been removed from the table, the timeout value would have just been reset.

Graphic three. The ARP Process. This graphic is a flowchart of the ARP process. 

1: Send data to a device.

2: Is the MAC addres in my ARP cache?

3: Yes – send data

4: No – send an ARP request

5: Get an ARP reply

got to step 3, send data

Graphic four ARP Request. This is a multi media activity. As the steps described below take place, a table is populated with IP-MAC address pairs, building up the ARP table.

ARP Table contains the following

IP Address – 176.10.16.3 MAC Address – FE:ED:31:22:AA:09
IP Address – 176.10.16.6 MAC Address – FE:ED:31:A2:22:F3
IP Address – 176.10.16.5 MAC Address – FE:ED:31:A2:22:77
IP Address – 176.10.16.2 MAC Address – FE:ED:31:A3:47:14
Computer 176.10.16.1 needs to send a data transmission to computer 176.10.16.4.

Computer 176.10.16.1 prepares the data for transmission to computer 176.10.16.4. As it is building the frame for transmission, it finds that the IP-MAC pair for 176.10.16.4 is not in its ARP table. Computer 176.10.16.1 needs this pair, so it must do an ARP request to get it.

Computer 176.10.16.1 discards the process of encapsulation for the data transmission and instead creates an ARP request to get the MAC address of computer 176.10.16.4

Computer 176.10.16.1 transmits the data frames through the network cable segment.

All computers on the Ethernet segment analyse the incoming data frames to determine if the transmission is for them.

All computers except computer 176.10.16.4 drop the frames because they do not match the destination IP address of the incoming frames.

Computer 176.10.16.4 prepares the ARP reply data for transmission.

Computer 176.10.16.4 transmits its data frames through the Ethernet segment.

Again, all hosts on the segment analyse the incoming frames and add data to their ARP tables.

Computer 176.10.16.1 prepares the data for transmission.

Computer 176.10.16.1 transmits its data frames through the Ethernet segment.

All hosts on the segment analyse the incoming frames.

All computers except computer 176.10.16.4 drop the frames because they do not match the destination MAC address of the incoming frames.

Computer 176.10.16.4 process the data transmission.

Graphic five. Proxy ARP Request. This is a multi media activity. As the steps described below take place, a table is populated with IP-MAC address pairs, building up the ARP table.
Graphic five ARP Table is populated with the following:

IP Address – 176.10.16.3 MAC Address – FE:ED:31:22:AA:09
IP Address – 176.10.16.6 MAC Address – FE:ED:31:A2:22:F3
IP Address – 176.10.16.5 MAC Address – FE:ED:31:A2:22:77
IP Address – 176.10.16.2 MAC Address – FE:ED:31:A3:47:14

Computer 176.10.16.1 needs to send a data transmission to computer 176.10.16.4

Computer 176.10.16.1 prepares the data for transmission to computer 176.10.16.4. As it is the building frame for transmission, it finds that the IP-MAC pair for 176.10.16.4 is not in its ARP table. Computer 176.10.16.1 needs this pair, so it must do an ARP request to get it.

Computer 176.10.16.1 discards the process of encapsulation for the data transmission and instead creates an ARP request to get the MAC address of computer 176.10.16.4.

Computer 176.10.16.1 transmits the data frames through the network cable segment.

All computers on the Ethernet segment analyse the incoming data frames to determine if the transmission is for them.

All devices except router 176.10.16.4 drop the frames because they do not match the destination IP address of the incoming frames.

Router 176.10.16.4 compares the address. The calculation reveals that this packet is going outside of the LAN. Since this router has Proxy ARP enabled, it prepares an ARP reply to the requesting host with its MAC address and the IP address of the destination device.

Router 176.10.16.4 transmits its data frames through the Ethernet segment.

Again, all hosts on the segment analyse the incoming frames and add data to their ARP tables.

Computer 176.10.16.1 prepares the data for transmission.

Computer 176.10.61 transmits its data frames through the Ethernet segment.

All hosts on the segment analyse the incoming frames.

 All computers except computer 176.10.16.4, drop the frames because they do not match the destination MAC address of the incoming frames.

Router 176.10.16.4 processes the data transmission to forward to the next network hop.

Graphic six Default Gateway. This is a multi media activity. As the steps described below take place, a table is populated with IP-MAC address pairs, building up the ARP table..

ARP Table

IP Address – 176.10.16.3 MAC Address – FE:ED:31:22:AA:09
IP Address – 176.10.16.6 MAC Address – FE:ED:31:A2:22:F3
IP Address – 176.10.16.5 MAC Address – FE:ED:31:A2:22:77
IP Address – 176.10.16.2 MAC Address – FE:ED:31:A3:47:14.

Default Gateway:

IP Address – 176.10.16.4 MAC Address – FE:ED:31:AF:49:67

Computer 176.10.16.1 needs to send a data transmission to computer 199.11.20.5

Computer 176.10.16.1 prepares the data for transmission to computer 199.111.20.5. As it builds the frame, it finds that the IP-MAC pair for 199.11.20.5 is not in the ARP table. With the default gatewat set on this computer the destination address is compared with the hosts source address. The calculation shows that the destination is on another network so the host builds the data frame using the destination IP address and the default gateway’s MAC address

Computer 176.10.16.1 transmits the data frames through the network segment.

All hosts on the segment analyse the incoming frames

All computers, except the router 176.10.16.4, drop the frames because they do not match the destination MAC address of the incoming frames.

End of module.

