Module 8 Ethernet Switching.

This page has 4 graphics.

Graphic one states the following: “Upon completion of this module, the student will be able to perform tasks related to the following”

8.1 Ethernet Switching.

8.2 Collision Domains and Broadcast Domains.

Graphic two covers the following objectives for the CCNA 640-801 exam.

Design and Support – Design a simple LA using Cisco Technology and to Design a simple internetwork using Cisco Technology.

Technology – Describe the Spanning Tree process.

Graphic three covers the following objectives for the ICND 640-811 exam:

Design and Support – Design or modify a simple LAN using Cisco products and to design a simple internetwork using Cisco products.

Technology – Describe the Spanning Tree process.

Graphic four covers the following objectives (Technology) for the INTRO 640-821 exam. 

· Compare and contrast collision and broadcast domains, and describe the process of network segmentation.

· Describe the principles and practice of switching in an Ethernet network.

· Explain how collisions are detected and handled in an Ethernet system.

· Explain the fundamental concepts associated with the Ethernet media access technique.

· Describe the principles and practice of packet switching utilizing the Internet Protocol (IP)

· Describe the hardware and software required to be able to communicate via a network.

8.1.1 Bridge Operation.

This page has one graphic. It is an interactive display of how a bridge learns which ports are connected to which hosts. The process is explained well in the text so a description of the topology follows. 

There are 4 hosts A,B,C and D. A & B are connected to a hub and the hub is connected to one side of the bridge. Hosts C & D are configured in the same manner and connect to the other side of the bridge.

8.1.2 Bridges.

This page has one graphic. It shows two network segments connected by a bridge, each network segment has 3 hosts connected to a hub. (both networks are the same) The bridge also connect to the corporate network. Collisions are not transmitted through the bridge, so each segment is a collision domain. A bridge transmits broadcasts so both segments are in the same broadcast domain. In summary this network has 2 collision domains and 1 broadcast domain.

8.1.3 Switch Operation.

This page has two graphics.

Graphic one illustrates a switch learning which hosts are on which port. It depicts 2 hosts connected to a single switch port. (number 3) (bus topology) and another host, B, connected to port 4. The switch reads each incoming frame, identifies the host transmitting that frame from its source MAC address in the header and maps the incoming port to that MAC address. A table is then built up of connected hosts and which port they are connected to. In summary;

· Forward packets based on MAC address in forwarding table.

· Operates at OSI Layer 2.

· Learns a station’s location by examining source address.

Graphic two attempts to illustrate full duplex operation. Basically full duplex achieves the following by allowing nodes to transmit and receive at the same time.

· Doubles bandwidth between nodes.

· Collision-free transmission

· Two 10- or 100- Mbps data paths.

8.1.4 Network Latency.

This page has one graphic.

Graphic one is a flash animation of the latency when transmitting a frame. It takes time for the electrical signal to propagate down the wire.

8.1.5 Cut-Through

This page has two graphics.

Graphic one This graphic contains some audio that may start as soon as you enter the page, if not its just a repeat of the text. This graphic simply shows that a switch will read the header of the frame until it reads the destination address. Once the switch knows which port to forward the packet to, it commences transmission.

Graphic two describes store and forward operation. In this mode the complete frame is read and checed (via the CRC) before being forwarded.

8.1.6 Spanning-Tree Operation.

This page has two graphics.

Graphic one shows a network of switches with multiple interconnections. This is often done so that there are redundancies in the links. If one link fails there are other paths available for frames to traverse the network. Explained in the text.

Graphic two is a table illustrating the STP States and their Purpose.

Blocking – Receives BPDUs only 

Listening – Building “active” topology

Learning – Building bridging table

Forwarding – Sending and receiving user data

Disabled – Administratively down

8.2.1 Types of Networks.

This page has one graphic. Explained well in the text.

8.2.2 Collision in Collision Domain.

This page has five graphics.

Graphic one is of a large complex network, with many hosts and hubs..

This network with 43 hosts, 5 servers. 5 network printers, and 7 hubs is a single collision / broadcast domain. When one host or server transmits all other devices receive it. More important is the fact that only one device in this entire network can send data at a time.

Graphic two is a table illustrating the Collision Domain Segmentation. The types of devices that interconnect the media segments define collision domains. These devices have been classified as OSI Layer 1, 2 or 3 devices. Layer 2 and Layer 3 devices break up collision domains. This process is also known as segmentation. 

At the Network Layer  – Break up collision domain

At the Data Link Layer – Break up collision domain

At the Physical Layer – One collision domain

Graphic three is a diagram illustrating the Increasing of a Collision Domain

In a small network a single collision domain can work just fine as there is little contention for the network media. This type of network is fine for an isolated network that does not require much data transmission, but, as the network starts to grow, the contention for the line becomes greater and a larger number of collisions start to occur.

As the network continues to grow, the contention for the line becomes greater and even starts to effect the performance of the computers of the network.

Finally when the collision domain becomes too big and network transmission demands become too great. The number of collisions practically shuts the network down.

Graphic four is a graphical representation of the 4 repeater rule. Explained in text.

Graphic five is a table describing the Round-Trip Delay Calculation.

(repeater delays + cable delays + NIC delays) x 2 < maximum round-trip delay

Repeater delays for 10BASE-T

Per repeater < 2 microseconds 

Cable delays ~ 0.55 microseconds per 100 meters

NIC delays ~ 1 microsecond per NIC 

Maximum round-trip delay (the 10BASE-T bit time of 0.1 microseconds time the minimum frame size of 512 bits) is 51.2 microseconds.

Please note: For a 500m length of UTP connected by four repeaters or hubs and two NICs, the total delay would be well below the maximum round-trip delay.

8.2.3 Layer 1 Devices Extend Collision Domains.

This page has three graphics.

Graphic 1 shows layer 1 devices being used to extend collision domains. All layer 1 devices are part of the same collision domain. Adding a repeater or hub extends the collision domain

Graphic 2 illustrates that adding a layer 2 or 3 device (switch, bridge or router) separates the collision domain as collisions are not transmitted through layer 2 devices. Note a layer 3 device is always a layer 2 device as well. The exception to this is late collisions in a cut through switch where the frame is transmitted as soon as the destination address is read, but the collision has happened after this address is read. This results in partial packets (termed runt packets) to be passed across the bridge or switch.

Graphic 3 is a flash animation that illustrates segmenting a collision domain with a bridge.

This network with 43 hosts, servers, 5 network printers, and 7 hubs is a single collision / broadcast domain. When one host or server transmits all other devices receive it. More important is the fact that only one device in this entire network can send data at a time.

8.2.4 Broadcasts in a Bridged Environment.

This page has three graphics.

Graphic one describes broadcasts in a bridged environment. The graphic shows a complex network of many hosts and hubs.

A broadcast is picked up by all stations. A broadcast is also forwarded across all bridges whether the receiving host is on the other side of the bridge or not. This eliminates the benefits of having a bridged network.

Graphic two is a graph illustrating the Effect of Broadcast Radiation on Hosts in an IP Network. As the number of background packets increases, the CPU performance of the host decreases. 

Graphic three is a table describing the average number of Broadcasts and Multicast for IP. They are as follows:

Number of Hosts - 100

Average Percentage of CPU Loss per Host - .14

Number of Hosts – 1000

Average Percentage of CPU Loss per Host - .96

Number of Hosts – 10000

Average Percentage of CPU Loss per Host – 9.15

8.2.5 Broadcast Segmentation.

This page has one graphic, it depicts a router connecting several hub based networks. By using a router in place of a bridging device a Layer 2 broadcast is contained. Layer 3 devices are the only devices that contain broadcasts.

8.2.6 Datal Flow through a Network.

This page contains one graphic.

Graphic one depicts the data flow through a network of routers. There is a transmission from host X to host Y. This must traverse routers A, B and C. The transmissions from host X must be passed through all 7 layers of the OSI model. At each router only the first 3 layers are used, so at the first router (X) the data is read from the media (physical) checked to see if the destination MAC address is that of the incoming port of the router, if so the frame is passed up to layer 3, where the next hop is calculated. (the routing algorithm that is implemented on the router makes this decision) The packet is then passed to the protocol stack on the outgoing port of the router (see note below) and passed to layer 2. (note that the IP address has not been altered) At layer 2, the MAC address of the destination router (next hop) is placed in the destination MAC address and the MAC address of this interface on the router is placed in the source address. This is repeated until the last router in the path is reached. This router knows it has the destination network attached so forwards the packet out the appropriate port. The destination host then reads the destination MAC address, which matches its own, passes the frame up to layer 3, where the IP address is checked against the hosts. If they match, the packet is passed up all the other layers in the stack until it reaches the application layer. The application layer will then pass the information out to the corresponding application.

Note: Each port on the router has its own MAC address (in the case of Ethernet) and its own IP address. Ports on the router should NOT be on the same network as any other port on that router, or there would be nothing to route!

Data flow in a network focuses on Layers 1, 2, and 3 of the OSI model. This is after being transmitted by the sending host and before arriving at the receiving host.

8.2.7 Segments.

This page has one graphic

Explained in the text. There are different types of segments in networking. The meaning of the term “segments” defends on the context of a sentence.

Module 8 Summary.

An understanding of the following key points should have been achieved:

· Common switching modes

A. Store-and-forward

B. Cut-through

C. Fragment-free

· Spanning-Tree Protocol is used to resolve and eliminate loops in a network.

· Layer 1 devices do not break up collision domains.

· Layer 1 and Layer 2 devices do not block broadcasts.

End of module

