Module 7 Ethernet Technologies 

This page has two graphics.

Graphic one states that upon completion of this chapter, the student will be able to perform task related to the following:

7.1 – 10-Mbps and 100-Mbps Ethernet

7.2 – Gigabit and 10-Gigabit Ethernet.

Graphic two illustrates the following objectives that will be covered for the INTRO 640-821 exam:

Technology:

· Describes the physical, electrical and mechanical properties and standards associated with optical, wireless and copper media used in networks.

· Describes the topologies and physical issues associated with cabling common LANs

· Describes the principles and practices of switching in an Ethernet network.

· Explains the fundamental concepts associated with the Ethernet media access technique.

 7.1.1 10-Mbps Ethernet
This page has four graphics. 

Graphic one illustrates how the logical link layer, MAC layer and physical layer relate to each other.

Logical Link Control Sublayer (802.2) sits above the 802.3 Media Access Control.

The physical signalling layer is below the MAC then to the 2 physical sublayers.(ie messages are passed down from the LLC to the MAC, then Physical signalling layer and finally to the physical medium) Outlined below is a list of the Physical Medium and Physical Signalling Sublayer properties for Ethernet Technologies used today.

10BASE5(500M)-50 Ohm Coax N-style.

10BASE2(185M)-50 Ohm Coax BNC

10BASE-T(100M)-100 Ohm UTP  RJ-45

100BASE-TX(100M)-100 Ohm UTP RJ-45

100BASE-CX(25M)-150 Ohm STP mini DB-9

1000BASE-T(100M)-100 Ohm UTP RJ-45

1000BASE-SX(220-550M)-MM Fibre SC

1000BASE-FX(550-5000M)-MM or SM Fibre SC

Graphic two illustrates the Parameters for 10Mbps Ethernet Operation. *The value is the official interframe spacing, After a frame has been sent, all stations on a 10-Mbps Ethernet are required to wait a minimum of 96 bit-times, or 9.6 miroseconds, before any station can transmit the next frame.

Bit Time – 100 nanoseconds (ns) 

Slot Time – 512 bit times (64 octets)

Interframe Spacing – 96 bits *

Collision Attempt Limit – 16

Collision Backoff Limit – 10

Collision Jam Size – 32 bits

Maximum Untagged Frame Size – 1518 octets

Minimum Frame Size – 512 bits (64 octets).

Graphic three is a table showing the Ethernet Frame. It is described below. (field name followed by the number of octets in the field)

Preamble – 7

SFD – 1

Destination – 6

Source – 6

Length Type – 2

Data – 46 to 1500 Iain to check this layout.

Pad - 46 to 1500

FCS – 4

Graphic four depicts a type of encoding termed Manchester encoding. These encoding methods (there are many different types, Manchester is just given as an example), are used to help maintain timing in asynchronous systems were there is no shared clock. For example if we need to send a stream of 1’s, say 5,000 in a row, and the clocks at each end are very slightly different (as is usually the case) the receiver may read the stream as 4999 or 5001 1’s due to the said difference in clocks. Manchester overcomes this by;

1: Time is divided into periods, and one bit is transmitted per period

2: A "0" is expressed by a low-to-high transition, a "1" by high-to-low transition (according to G.E. Thomas' convention--in the IEEE 802.3 convention, the reverse is true)

3: The transitions signifying 0 or 1 occur at the midpoint of a period

Transitions at the beginning of a period are overhead and don't signify data 

The disadvantage of this system is as there is a transition at least once in every bit, the required (analogue) bandwidth is twice that of the plain data stream. As Wikipedia notes “The direction of the mid-bit transition is what carries the data, with a low-to-high transition indicating one binary value, and a high-to-low transition indicating the other. Transitions that don't occur mid-bit don't carry useful information, and exist only to place the signal in a state where the necessary mid-bit transition can take place. Though this allows the signal to be self-clocking, it doubles the bandwidth requirements compared to NRZ coding schemes (or see also NRZI).” See http://en.wikipedia.org/wiki/Manchester_encoding for details.

 7.1.2 10BASE5
This page has 1 graphic.

Graphic one depicts a 10Base5 network example. It consists of 5 network segments. The first has 2 hosts connected and is also connected to a repeater. This repeater is on a segment with no hosts but has a second repeater connecting it to the next segment, with one host. The 3rd segment is connected by a repeater to the 4th segment. This segment has no hosts but another repeater connecting it to the 5th and last segment that has 2 furter hosts. This illustrates the old rule that segments that connect networks (with repeaters) must never have host directly connected.

 7.1.3 10BASE2
This page has one graphic 

Graphic one lists the network design limits for 10Base2 networks. 

1: termination of each end of the coax should be 50 ohms

2: Minimum distance between taps is 0.5 meters. (Tap is where you break the cable, place in a T piece and connect your host)

3: Each station must connect within 4cm (sic) of the thin coax.

4: Maximum segment length is 185m

5: Link segments between repeaters should have a total of only 2 attachments, the repeaters themselves.

 7.1.4 10 BASE-T
Page has one graphic.

Graphic one is a table illustrating 10BASE-T Modular Jack Pinouts

Pin Number and corresponding signals are as follows.

1 – TD+ (Transmit Data, positive-going differential signal)

2 – TD- (Transmit Data, negative-going differential signal)

3 – RD+ (Receive Data, positive-going differential signal)

4 – Unused

5 – Unused

6 – RD- (Receive Data, negative-going differential signal)

7 – Unused 

8 – Unused

 7.1.5 10BASE-T wiring and architecture
This page has one graphic.

Graphic one is a diagram showing the 10 BASE-T Repeated Network Design Limits.

The network has3 computers connected to a hub (1 in the notes below) this hub is connected to 2 other hubs, one is stacked (3 in the notes below) (ie 2 hubs connected together) These notes refer to the illustration. 

1. The UTP Link Segment cable length is normally 1 to 100 m between the workstation and the hub, and between the hubs.

2. Each hub is a multi-port repeater, so links between hubs count toward the repeater limit.

3. These two “stackable” hubs with interconnected backplanes count as only one hub, or repeater.
 7.1.6 100-Mbps Ethernet Operation
This page has two graphics.

Graphic one illustrates the Parameters for 100-Mbps Ethernet Operation. Please refer to 7.1.1 graphic two.

Graphic two illustrates the Ethernet Frame. Please refer to 7.1.1 graphic three.
7.1.7 100BASE-TX

This page has two graphics.

Graphic one illustrates the MLT-3 Encoding Example. Refer also to the above on Manchester encoding. MLT3 is a method of compressing more data into a given (analogue) bandwidth. It is reasonably well explained in the text. For interest see http://en.wikipedia.org/wiki/MLT-3 and http://en.wikipedia.org/wiki/4B5B

Graphic two is a table illustrating 10 BASE-T Modular Jack Pinouts. Please refer to 7.1.4 graphic one.

7.1.8 100BASE-FX

This age has two graphics.

Graphic one is a diagram of NRZI Encoding examples. NRZI or non return to zero (inverted)  is a very common method of encoding. The text explains it well, but simply put there is a transition if the bit is a one, no transition for a zero. See http://en.wikipedia.org/wiki/NRZI if greater explanation is required.
Graphic two summarizes a 100BASE-FX link and pinouts. ST or SC connectors are the most commonly used.

Fiber – 1

Signal – Tx (LED and laser transmitters)

Fiber – 2

Signal – Rx (high-speed photodiode detectors)

7.1.9 Fast Ethernet Architecture

This page has one graphic.

Graphic one is an example of Architecture Configuration and Cable Distances in table format.

Architecture: Station to Station, Station to Switch, Switch to Switch (half or full duplex).

100BASE-TX: 100 m 

100BASE-FX: 412 m 

100BASE-TX and FX: N/A

Architecture: One Class 1 Repeater (half duplex).

100BASE-TX: 200 m

100BASE-FX: 272 m 

100BASE-TX and FX: 100 m (TX), 160.8 m (FX)

Architecture: One Class 11 Repeater (half duplex)

100 BASE-TX:  200 m 

100BASE-FX:  320 m 

100BASE-TX and FX:  100 m (TX), 208 (FX)

Architecture: Two Class 11 Repeaters (half duplex)

100BASE-TX:  205 m 

100BASE-FX:  228 m

100BASE-TX and FX:  105 m (TX), 211.2m (FX)

7.2.1 1000-Mbps Ethernet 

This page has three graphics.

Graphic one is a table illustrating the Types of the Ethernet. See 7.1.1 10-Mbps Ethernet
Graphic two is a table illustrating the Parameters for Gigabit Ethernet Operation.

The parameters and value are listed below.

Bit Time – 1 ns (nano)

Slot Time – 4096 bit times

Interframe Spacing - 96 bits*

Collision Attempt Limit – 16

Collision Backoff -10

Collision Jam size – 32 bits

Maximum Frame Size – 65,536 bits

Burst Limit – 65,536 bits

Please note * = the value listed is the official interframe spacing.

Graphic three is a table showing the Ethernet Frame. Please refer to 7.1.1  10-Mbps Ethernet, Graphic three.

7.2.2 Outbound (Tx) 1000BASE-T Signal

This page has two graphics.

Graphic one Outbound (Tx) 1000BASE-T Signal. Diagram depicts the distortion present on the line. Not of particular use.

Graphic two illustrates how 1000baseT uses all 4 pairs to simultaneously transmit and receive. 1000BASE-T uses all four cable pairs for simultaneous transmission in both directions through the use of echo cancellation and a 5-level pulse amplitude modulation (PAM-5) technique. The symbol rate is identical to that of 100BASE-TX (125 MBaud) and the noise immunity of the 5-level signaling is also identical to that of the 3-level signaling in 100BASE-TX, since 1000BASE-T uses 4-dimensional Trellis Coded Modulation (TCM) to achieve a 6 dB coding gain across the 4 pairs.( http://en.wikipedia.org/wiki/Gigabit_Ethernet)
7.2.3 Benefit of Gigabit Ethernet on Fibre

This page has three graphics.

Graphic one illustrates the benefits of the Gigabit Ethernet on Fibre. They are as follows:

1. Noise immunity

2. No grounding potential problems

3. Excellent distance characteristics

4. Many 100BASE-X device options

5. Can be used to connect widely dispersed Fast Ethernet segments.

Graphic two depicts the Gigabit Ethernet layers. From the bottom (closest to the physical media) there are 4 standards. 

1: 1300 nanometer transceiver 1000BASELX

2: 850 nanometer Transceiver 1000BaseSX

3: Copper Transceiver 1000Base CX

4: UTP Transceiver 1000BaseT

Items 1, 2 and 3 connect up to the 8B/10B encoder/decoder whilst item 5 connects to the Copper PHY encoder/decoder. Both encoders connect to the gigabit media independent interface (GMII) which in turn connects to the Media access control – Full duplex, half duplex or both

The 8B/10B encoder/decoder also connects directly to the MAC.

Graphic three illustrates the Gigabit Ethernet Media Comparisons.

 A 1000BASE-LX uses a 10-micron single-mode fibre  which goes up to 5000 metres.

A 1000BASE-LX uses a 50-micron multimode fibre which goes up to 500 meters 

A 1000BASE-LX uses 62.5-micron multimode fibre which goes up to 500 meters

A 1000BASE-SX uses a 50-micron multimode fibre which goes up to500 meters

A 1000BASE-SX uses a 62.5- micron multimode fibre which goes up to 350 meters 

A 100BASE-T uses a Category 5 UTP goes up to 150 meters

A 1000BASE-CX uses a shielded cable which goes up to 25 meters.

7.2.4 Maximum 1000BASE-SX Cable Distances.

This page has two graphics. 
Graphic one illustrates the Maximum 1000BASE-SX Cable Distances.

Medium – 62.5 micrometer Multimode Fiber

Modal Bandwidth – 160

Maximum Distance – 220m

Medium – 62.5 micrometer Multimode Fiber

Modal Bandwidth – 200

Maximum Distance – 275m

Medium – 50 micrometer Multimode Fiber 

Modal Bandwidth – 400 

Maximum Distance – 500m

Medium – 50  micrometer multimode Fiber

Modal Bandwidth – 500

Maximum Distance – 500m

Graphic two illustrates the Maximum 1000BASE-LX Cable Distances.

Medium – 62.5 micrometer Multimode Fiber

Modal Bandwidth – 500

Maximum Distance – 550m

Medium – 50 micrometer Multimode Fiber

Modal Bandwidth – 400

Maximum Distance – 550m

Medium – 50 micrometer Multimode Fiber

Modal Bandwidth – 500

Maximum Distance – 550m

Medium – 10 micrometer Multimode Fiber

Modal Bandwidth – N/A

Maximum Distance – 5000m

7.2.5 Parameters for 10-Gbps Ethernet Operation.

This page has on graphic.

Graphic one describes the Parameters and values for 10-Gbps Ethernet Operation.

Bit Time – 1.1 nsec

Slot Time – not applicable *

Interframe Spacing – 96 bits **

Collision Attempt Limit – not applicable*

Collision Backoff Limit – not applicable*

Collision Jam Size – not applicable*

Maximum Untagged Frame Size – 1518 octets

Minimum Frame Size – 512 bits (64 octets)

Burst Limit – Not Applicable *

Interframe Spacing Stretch Ratio – 104 bits**

Please note * = 10-Gbps Ethernet does not permit half duplex operation so parameters related to slot timing and collision handling do not apply. **= The value listed is the official Interframe spacing. ***= The Interframe Spacing Stretch Ratio applies exclusively to 10GBASE-W definitions

7.2.6 10GBASE-LX4 Signal Multiplexing

This page has two graphics.

Graphic 1 depicts the 10GBase LX4 signal multiplexing, explained sufficiently in the text.

Graphic two is a table listing the 10-Gigabit Ethernet Implementations. They are as follows:

Implementation – 10GBASE-LX4

Wavelength – 1310 nm

Medium – 62.5 micrometers MMF

Minimum Modal Bandwidth – 500MHz/km

Operating Distance – 2 – 300m

Implementation – 10GBASE-LX4

Wavelength – 1310 nm

Medium – 50 micrometers MMF

Minimum Modal Bandwidth – 400 MHz/km

Operating Distance – 2 – 240m

Implementation – 10GBASE-LX4

Wavelength – 1310 nm

Medium – 50 micrometers MMF

Minimum Modal Bandwidth - 500 MHz/km

Operating Distance – 2 – 300m

Implementation – 10GBASE-LX4

Wavelength – 1310 nm 

Medium – 10 micrometers MMF

Minimum Modal Bandwidth – N/A

Operating Distance – 2 – 10 km

Implementation – 10GBASE-S

Wavelength – 850 nm 

Medium – 62.5 micrometers MMF

Minimum Modal Bandwidth – 160 MHz/km

Operating Distance – 2 – 26 m

Implementation – 10GBASE-S

Wavelength – 850 nm 

Medium – 62.5 micrometers MMF

Minimum Modal Bandwidth – 200 MHz/km

Operating Distance – 2 – 33 m

Implementation – 10GBASE-S

Wavelength – 850 nm 

Medium – 50 micrometers MMF

Minimum Modal Bandwidth – 400 MHz/km

Operating Distance – 2 – 66 m

Implementation – 10GBASE-S

Wavelength – 850 nm

Medium – 50 micrometers MMF

Minimum Modal Bandwidth – 500 MHz/km

Operating Distance – 2 – 82 m

Implementation – 10GBASE-S

Wavelength – 850nm

Medium – 50 micrometers MMF

Minimum Modal Bandwidth – 2000 MHz/km

Operating Distance – 2 – 300 m

Implementation – 10GBASE-L

Wavelength – 1310 nm

Medium – 10 micrometers SMF

Minimum Modal Bandwidth – N/A

Operating Distance – 2 -10 km

Implementation – 10GBASE-E 

Wavelength – 1550 nm

Medium- 10 micrometers SMF

Minimum Modal Bandwidth – N/A

Operating Distance – 2 – 30 km

7.2.7 The Expanding Scope of Ethernet.

This page has one graphic.

Graphic one displays how Ethernet is no longer just for the local area. Summed up by the phrase “Recently developing versions of Ethernet are blurring the distinction between LANs, MANs, and WANs” in the text.

End of module

