Overview

Upon completion of this module, students will be able to complete tasks related to the following:

9.1 network Server Overview

9.2 Hardware based RAID Configuration

9.3 Configuring external peripherals

9.4 Adding hardware to a server

9.5 Upgrading Server components

9.1.1 Network server

Page has 4 graphics. Graphics 1 to 3 are pictures of different sorts of server hardware. All are in 19 inch racks. This is the standard rack mounting system for computer equipment. The section below is not part of the course but is important to know The excerpt is from wikipedia and gives a good explanation of the rack system. (http://en.wikipedia.org/wiki/19_inch_rack) Note the unit measurement (eg 1u, 2u etc), this is important in the real world.

Specifications

The rack's mounting fixture consists of two parallel metal strips (also referred to as "rails" or "panel mount") standing vertically. The strips are each 0.625 inches (15.875 mm) wide, and are separated by a gap of 17.75 inches (450.85 mm), giving an overall rack width of 19 inches (482.6 mm). The strips have holes in them at regular intervals, with both strips matching, so that each hole is part of a horizontal pair with a center-to-center distance of 18.3 inches (464.82 mm).

The holes in the strips are arranged vertically in repeating sets of three, with center-to-center separations of 0.5 inch (12.7 mm), 0.625 inch (15.875 mm), 0.625 inch (15.875 mm). The hole pattern thus repeats every 1.75 inches (44.45 mm). Racks are divided into regions, 1.75 inches in height, within which there are three complete hole pairs in a vertically symmetric pattern, the holes being centered 0.25 inch (6.35 mm), 0.875 inch (22.225 mm), and 1.5 inch (38.1 mm) from the top or bottom of the region. Such a region is commonly known as a "U", for "unit", and heights within racks are measured by this unit. Rack-mountable equipment is usually designed to occupy some integral number of U. For example, an oscilloscope might be 4U high, and rack-mountable computers are most often 2U or 1U high. Occasionally, you may see fractional U devices such as a 1.5U server, but these are much less common.

Graphic 4 depicts a KVM, explained in the text.

9.1.2 RAID

Page has 5 graphics. Graphic 1 illustrates RAID level 0. It shows 3 disks connected to a single disk controller card. Disk 1 contains data blocks 1 & 4, disk 2 contains data blocks 2 & 5, disk 3 contains data blocks 3 & 6. From this we can see data is spread across all 3 disks and where the term stripe set without parity comes from. There is no redundancy and a failure of any disk (or the controller) causes the complete file system to be unavailable. 

Graphic 2 is of disk mirroring. Here 2 drives are connected to a single controller card and the information is identical on each drive (a mirror copy) Data written to the disk is written to both physical devices at the same time. If one drive fails the other still contains all the data and no loss is incurred. However if the disk controller fails, the system fails. Which brings us to graphic 3, disk duplexing. Whilst very similar to mirroring, this system utilizes not just 2 disks with identical information, but also 2 controllers.  If one controller fails, the other (with the backup disk/data) will continue to function. Be sure to understand the difference between disk mirroring and duplexing. Both are considered RAID 1

Graphic 4 depicts RAID level 5. With this method data is spread across multiple drives but unlike striping, it also contains parity that will allow data recovery if one of the drive fails. The diagram shows a single disk controller with 3 drives. Disk 1 contains data block 1 & 6 and parity 1. Disk 2 contains data blocks 2 & 4 and parity 2, disk 3 contains data blocks 3 & 5. There is still the single point of failure, the single controller card.

Graphic 5 depicts RAID level 0/1. In this, 6 disks are connected to a single controller. Disk 1,2 &3 are RAID 0. Disks 4,5 & 6 are also raid 0 but also mirror disks 1,2 & 3. Thus we have the advantages of RAID 0 (speed) and that of RAID 1 (mirroring/data redundancy).

9.1.3 RAID controller

Page has 1 graphic depicting a computer connected to a RAID controller card that has 5 physical disks attached.

9.1.4 Hardware RAID versus Software RAID

Page has 1 graphic. A server RAID array and icons of 3 network operating systems, Windows 2000, Novell and Red Hat. No useful information.

9.2.1 Hardware-based RAID configuration overview

Page has 1 graphic. RAID controller disk drive presentation. This graphic shows how the raid controller presents the storage space to the operating system. In the example the RAID controller has 3 18GB physical drives attached.  It presents these as a single 36GB disk drive to the operating system (therefore to the user) 

A reasonable description of the various RAID efficiencies is available here

http://www.storagereview.com/guide2000/ref/hdd/perf/raid/levels/techCapacity.html
9.2.2 RAID 0 configuration

Page has 1 graphic, repeated from 9.1.2

Graphic 1 illustrates RAID level 0. It shows 3 disks connected to a single disk controller card. Disk 1 contains data blocks 1 & 4, disk 2 contains data blocks 2 & 5, disk 3 contains data blocks 3 & 6. From this we can see data is spread across all 3 disks and where the term stripe set without parity comes from. There is no redundancy and a failure of any disk (or the controller) causes the complete file system to be unavailable. 

9.2.3 RAID 1 configuration

Page has 1 graphic, repeated from 9.1.2

The graphic is of disk mirroring. Here 2 drives are connected to a single controller card and the information is identical on each drive (a mirror copy) Data written to the disk is written to both physical devices at the same time. If one drive fails the other still contains all the data and no loss is incurred. However if the disk controller fails, the system fails.

9.2.4 RAID 5 configuration

Page has 1 graphic, repeated from 9.1.2

Graphic depicts RAID level 5. With this method data is spread across multiple drives but unlike striping, it also contains parity that will allow data recovery if one of the drive fails. The diagram shows a single disk controller with 3 drives. Disk 1 contains data block 1 & 6 and parity 1. Disk 2 contains data blocks 2 & 4 and parity 2, disk 3 contains data blocks 3 & 5. There is still the single point of failure, the single controller card.

9.2.5 RAID 0/1 configuration

Page has 1 graphic, repeated from 9.1.2

Graphic depicts RAID level 0/1. In this, 6 disks are connected to a single controller. Disk 1,2 &3 are RAID 0. Disks 4,5 & 6 are also raid 0 but also mirror disks 1,2 & 3. Thus we have the advantages of RAID 0 (speed) and that of RAID 1 (mirroring/data redundancy).

9.3.1 Overview of external disk subsystems

Page has 1 graphic, it depicts a CD Rom library. Basically looks like a tower computer, with multiple CD ROM drives installed, 7 in this case. 

9.3.2 Configuring an external disk subsystem

Page has 1 graphic. It depicts a large disk subsystem in a 19 inch rack. It appears that there are 15 drives per row, and 11 rows, giving a total of 165 drive units in a single enclosure.

9.3.3 Configuring a external CD-ROM system

Page has 1 graphic, a repeat of 9.3.1

9.4.1 Replacing a single processor with a faster processor

Page has 5 graphics. 

Graphic 1 is a breakdown of a rack mount server showing how components are removed/installed. Worth noting from this diagram is the 7 available PCI slots, 4 of which are 64 bit/100MHz hot swap (PCI-X) and 3 are 64bit/33MHz. There are 8 bays for hot swap SCSI HDDs, space for 2 tape units, up to 4 Intel Xeon processors (these are mounted on their own PCB for easy installation) Ther is also a PCB that holds the memory, in this case up to 8GB of DDR memory (8slots). Internally there is also a diagnostic panel (usually an LCD display) that highlights status of key server components for “fast and easy troubleshooting”

Graphic 2 shows an optional hot swap redundant power supplies (2 + 1) for a total of 3 power supplies in the system. 1 is built in and the other 2 may be removed if they fail without shutting the system down.

Graphic 3 show the server side view and points out the following features;

Floppy disk drive

Hot swappable redundant fans

Easy conversion from pedestal (like a desktop tower) to rack mount configuration.

Graphic 4 lists the steps to replace a single CPU

Step 1 –Follow  the upgrade checklist

Step 2 Upgrade the system BIOS

Step3 Open the network server chassis (following ESD best practices)

Step 4 Remove the current processor

Step5 Insert the new processor

Step 6 Close the network server chassis

Step 7 Verify that the new processor is recognized by the network server hardware and the network operating system.

9.4.2 Installing additional processors
Page has 2 graphics.

Graphic depicts a screen capture of the Intel identification Program. (see link in text) This application provides information including processor details – level 2 cache size, level 1 data cache size, level 1 instruction cache size, processor package type. 

Processor classification details include CPU type, CPU family, CPU model, CPU stepping (important), CPU revision.

Processor features details (yes/no) include – Intel MMX, streaming SIMD extensions, streaming SIMD extensions 2, netburst micro architecture.

 Graphic 2 shows the output from the “Bootable Output Version” ie booted fro a floppy disk. It contains similar information, in text mo

de, to that of graphic 1.

9.4.3 Upgrading the operating system for multiple processors

Page has 1 graphic. Graphic contains the steps to Activating multiple processor support

Step 1 select start > settings> Control panel, then system

Step 2 Select the hardware tab, and then device manager.

Step 3 expand the computer branch. Note the type of support that the computer currently has.

Step 4. Select the computer type (enter) that is listed under the computer branch, and then select the drivers tab, update driver and then next.

Step 5 Click display a list of known drivers for this device, and the select show all hardware of this device class.

Step 6 Select the appropriate computer type, (a computer type that matches the current type, except for multiple CPUs), select next and then finish.

9.4.4 Adding hard drives

Page has 4 graphics

Graphic 1 is a picture of the connectors on an ATA drive

Graphic 2 is of the connector end of a SCSI drive. 

Graphic 3 is a SCSI ribbon cable

Graphic 4 is a SCSI terminator. This is a “block” of plastic with a SCSI connector that must be plugged into the last connector of the SCSI daisychain.

9.4.5 Adding memory

Page has 2 graphics.

Graphic 1 illustrates how to install a SIMM memory module. 

Step 1 insert the SIMM into the socket at a slight angle (laid down towards the motherboard) 

Step 2 Rotate the SIMM into the upright position, making sure the clips at either end of the SIMM socket click into position.

Graphic 2 shows the installation process for DIMM/RIMM modules. Simply line up the module with the slot, ensuring the “keys” are correctly aligned (ie the memory is the right way round) and firmly press home. You should feel a “click” when the locking levers fall into place.

9.5.1 Upgrading adapter memory

Page has 1 graphic, it is a repeat of 9.1.5, graphic 1 –

a breakdown of a rack mount server showing how components are removed/installed. Worth noting from this diagram is the 7 available PCI slots, 4 of which are 64 bit/100MHz hot swap (PCI-X) and 3 are 64bit/33MHz. There are 8 bays for hot swap SCSI HDDs, space for 2 tape units, up to 4 Intel Xeon processors (these are mounted on their own PCB for easy installation) Ther is also a PCB that holds the memory, in this case up to 8GB of DDR memory (8slots). Internally there is also a diagnostic panel (usually an LCD display) that highlights status of key server components for “fast and easy troubleshooting”

additional information includes showing a 2 channel disk array controller with one button disaster recovery (OBDR) RAID and the location of the BIOS chip on the motherboard.

9.5.2 Upgrading adapter BIOS or firmware

Page has 1 graphic containing the following text:

Step 1 locate the BIOS or firmware on the adapter vendors website

Step 2 Download the BIOS or firmware upgrade and follow the vendors instructions to install the upgrade.

9.5.3 Replacing an adapter

Page has 2 graphics. 

Graphic 1 lists the steps for replacing an adapter. 

Step 1 Power down the network server

Step 2 Remove the defective adapter

Step 3 install the new adapter

Step 4 Power up the network server

Graphic 2 lists the steps to add a PCI hot adapter

Step 1 open the network server chassis

Step 2 Open the slot release lever on an available PCI slot. This removes the power from the selected PCI slot.

Step 3 Install the adapter in the selected PCI slot.

Step 4 Attach any necessary cables to the adapter

Step 5 Close the slot release lever to secure the adapter in the PCI slot

Step 6 Press the PCI hot plug button. This reapplies power to the PCI slot.

Step 7 The network server operating system locates and loads the appropriate device drivers for the adapter or prompts the installer for the location of the appropriate device drivers.

Step 8 Close the server chassis

9.5.4 Upgrading peripheral device

Page has 1 graphic, picture a variety of internal and external peripherals. No relevant information is contained.

9.5.5 Upgrading system monitoring agents

Page has 1 graphic, a picture of the box HP Openview is shipped in.

9.5.6 Upgrading service tools

Page has 1 graphic, service tool categories and contains the following text.

Most service tools fall into the following general  categories:

Diagnostic Tools

EISA configuration utility

Diagnostic partition utility

Server support utilities

9.5.7 Document the configuration

Page has 1 graphic, a list of items to document

Network operating system version

Update level for network operating system

RAID configuration

Server name

Antivirus software and version

Backup software and version

Network address for each NIC

Location and size of swap file

SNMP community name

Server monitoring agents installed

System BIOS version

The server baseline measurements

The amount of memory, including size and type of each memory module and which memory slot it occupies and the number of available (empty) memory slots

Number of SCSI or RAID controllers

The SCSI channel, SCSI ID, size and speed of each SCSI drive

The SCSI ID of the CD ROM/DVD ROM drive

End of module.

